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Introduction

In the VEE Regression Analysis course, we have mostly assumed that the true parameters underlying the progression were constant.  What happens when the parameters change over time, whether a discrete change from one constant level to another constant level, or a continuous, gradual change?  How do we modify the regression model to account for changing parameters over time?

 [NEAS: The candidate correctly identifies the themes of this student project.  We restate them more fully:

~
Classical regression analysis assumes the relation between the dependent and independent variables is linear and the regression parameters are constant for the entire range of the variables.

~
We analyze a discrete or continuous change in a β parameter in three ways:

~~
How do the ordinary least squares estimators and regression results, such as the R2 or the t statistics, change?  (The t statistics may not change much and the R2 should decrease somewhat.)

~~
How can we see if a β parameter changes?  (We use residual plots.)

~~
How can we correct for a change in a β parameter?  (We use dummy variables and the square of an X variable.)] 

[NEAS: Why did we choose this project template?

~
We wanted a project that all candidates could work on but each would have different data, different changes in the parameters, and different results. Candidates can discuss the regression techniques, the Excel formulas, and the simulation procedures on the discussion forum.

~
We use simulation: we specify the framework and the type of simulation, but candidates choose the exact figures.  We do not specify what values to use.

~
We wanted a project that uses several topics from the regression analysis course.  This project template uses dummy variables, residual plots, and multiple regression.  The simulation framework lets you see how a change in one parameter affects the others.

~
Simple regression analysis, such as forming t statistics and testing if a β parameter is significant, may not satisfy the SOA requirement for an independent student project if we provide the data.  If you design your own project, forming t statistics and testing if a β parameter is significant are enough for VEE credit.] 


In this project, we run simulations first for the simple case of constant parameters.  Then we begin to vary the parameters by changing one parameter from one constant level to another constant level.  We will find that adding a dummy variable to the regression will account for the discrete change and will solve problems that the discrete change causes in the normal regression.  We will then vary the parameters by changing one parameter continuously and gradually.  We will find that using an additional variable, the square of the variable for which the parameter is changing, will account for the continuous change.
 [NEAS: The candidate says what exactly his project contains.  This makes it easier for our faculty to follow the work.  The Word (or WordPerfect) document explaining the analysis need not specify the details, but it should say what you have done.  Don’t just document your spread-sheets with a few comments.] 


Each pair of tabs in my spreadsheet corresponds to the following headings.  The first tab has the regression output from Excel.  The second is the data.
 [NEAS: In the documentation, say what each work-sheet contains.  Our faculty members can follow your work if they know what you are trying to do.] 

1-Stable Rates and 1-Stable Rates Data: The Simplest Case

First, I simulated the case where the parameter for inflation and loss development are constant.  I used the values sigma = 0.5, alpha = 10, beta1 = -0.25, and beta2 = 0.15, which led to an adjusted R2 value of 0.746166, which should result in a fairly meaningful regression while keeping the data interesting.

The estimated values are: s = .448956, alpha =9.875967, beta1 = -0.24152, beta2 = 0.151491.  

 [NEAS: We use non-stochastic or low stochasticity scenarios to check our work.  With σ = 0, the ordinary least squares estimators are –25% and +15%.  With σ = 1%, the ordinary least squares estimators are very close to these values.  With σ = 50%, the ordinary least squares estimators are unbiased but they differ from the simulation parameters.  

If you are not sure that you fully understand the techniques, do the analysis first with σ = 0, then with σ = 0.01, then with a reasonably high σ.  As the candidate understands, the data are not interesting if σ is too low and the regression is not meaningful (significant) if σ is too high.

By random fluctuation, the estimated α is too low, and the estimated β’s are too high. α is too low by about 0.12, β1 is too high by about 0.0085, and β2 is too high by about 0.0015.  Note the inverse correlation of the least squares estimators, as discussed in the textbook.] 


The line connecting the average residuals are roughly horizontal.  The slope is very close to 0.  The variances of the residuals show no noticeable pattern, except the variation in the variances is greater where there are fewer residuals.

[NEAS: The residual plot has several characteristics when the β parameters are constant: 
~
The average residual over the entire range is always zero.  If the β parameter does not change, the expected average residual is zero for each value of the X variable.

~
When there are fewer residuals, the variation in the variances may seem greater, though the expected sample variance should not change.]


The regression gave the expected results.  The parameter values were in the 95% confidence intervals for the estimators, and there was no obvious correlation between the residual and either calendar year or development year.

[NEAS: The candidate provides statistical statements, such as “95% confidence interval” Statistical statements are preferred, but lay statements, such as “no obvious correlation,” are used when appropriate.] 



The regression gave the expected results.  The parameter values were in the 95% confidence intervals for the estimators, and there was no obvious correlation between the residual and either calendar year or development year.
2- Squared Calendar Year and 2-Sq Calendar Year Data: Stable Rates with Square of the Calendar Year Instead of Calendar Year as a Variable


I repeated the simulation for the above case using the same parameters, but using squares of the calendar years instead of calendar years.  The adjusted R2 decreased to 0.686772.  


The estimated values are: s = .508768, alpha =10.41918, beta1 = -0.23391, beta2 = 0.008733.  As expected, the OLS estimator for the square of the calendar year does not differ significantly from zero.
 SEQ CHAPTER \h \r 1
[NEAS: The candidate uses the square of the calendar year as an independent variable when the inflation rate changes continuously.  He checks that the square of the calendar year does not have a significant β when the inflation rate does not change.

We note several items that candidates may comment upon in their student projects.  We do not provide the answers here, so that you can discuss them in your project.

How much estimated loss payments are missing because of the missing calendar year independent variable?  This is ß × [image: image1.wmf]x
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How much of the missing loss payments are picked up by the revised estimate of the α parameter?  This is N × ([image: image2.wmf]$
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How much of the missing loss payments are picked up by the new development period decay parameter?  This is ([image: image3.wmf]$
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ADVANCE \u 7 for the development period variable.

How much of the missing loss payments are picked up by the square of the calendar year?  This is[image: image5.wmf]$
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ADVANCE \u 7, where x is the square of the calendar year.

Verify that the missing loss payments are offset by the three other items.  The β for the calendar year (not its square) is zero, so α and the beta for the development period increase.  The relative amounts picked up by other items depends on the multicollinearity.  The calendar year has a positive correlation with both the development period and the square of the calendar year.  Use these correlations to justify the amount picked up by each item.  This is not a formal statistical analysis, but it helps you see how the change of variables affects the other least squares estimators.] 

3-Discrete Change in Inflation and 3-Discrete Change Data: One Discrete Change in  Inflation Rate


I simulated with the some of the same parameters, sigma = 0.5, alpha = 10, beta1 = -0.25.  I changed and beta2 from 0.15 to 0.35, and added the new rate beta2b = 0.05.  Thus, while the geometric decay of incremental paid losses by development period stays the same, inflation decreases sharply from 0.35 to 0.05 during the 10th calendar year.

The adjusted R2 value stayed the same, at 0.743628.  The estimated values are: s = .529621, alpha =10.69921, beta1 = -0.26475, beta2 = 0.226205.  


Thus, the average estimated inflation rate for all 15 calendar years is 0.226205.  With 0 stochasticity, the inflation rate is 0.216387.  As expected, the residual plot by calendar year shows an initially negative residual, increasing until calendar year 10.  After calendar year 10, the residuals again decrease.  

 SEQ CHAPTER \h \r 1
[NEAS: The candidate uses a large discrete change in the inflation rate, from 35% to 5%.  This change is large enough that it should appear in the residual plots.  

Some ordinary least squares estimators are still unbiased; others are now biased.  You see this most easily by running a regression with σ  0.  If the inflation rate is constant, the estimator s for σ is zero.  Now the estimator s for σ is not zero, since the fitted regression equation, which assumes a constant inflation rate, is not the same as the actual values.

You may want to comment in your student project on the expected effects on the other ordinary least squares estimators.  Answer the following questions:

~
Does the change from 15% to the 35% & 5% pair increase or decrease the expected total loss payments?  You can work this out two ways: (A) Write the change in the total loss payments as an algebraic expression and see if it is positive or negative.  (B) Run the regression with σ = zero and add the total loss payments.

~
The figures here show the result. α increases by 0.7, the estimated inflation rate increases by 7 percentage points, and the estimated development period decay decreases by 1.7 percentage points.  The change from 15% inflation to the combination of 35% and 5% inflation increases the total loss payments.

~
We work out the weights of the two inflation rates: Z × 35% + (1 – Z) × 5% = 21.64%    0.3Z = 16.64%  Z = 55.47%  55.5%.  Some candidates may be surprised at this percentage, but it is correct.] 

4-Discrete Inflation Change and 4-Discrete Inflation Change Data: One Discrete Change in Inflation Rate with Average Inflation = 0.15

With 0 stochasticity, trying different values for beta2 and beta2b, the pre- and post-change inflation rates, I found that using values of beta2=0.43 and beta2b=-0.20 gives the average inflation rate of 0.15, the constant inflation rate used in part 1.


I repeated the simulation in part 3 with the following parameters: sigma = 0.5, alpha = 10, beta1 = -0.25, beta2 = 0.43, beta2b = -0.20.  
Results:

	
	Part 4 (Current)
	Part 1 (Stable Rates)

	Estimate of sigma
	0.834129
	0.448956

	Estimate of beta2
	0.142741
	0.151491

	Standard error of beta2
	0.02418
	0.013015

	adjusted R2
	0.473412
	0.750432

	TSS
	157.2324
	94.49401

	ESS
	81.4052
	23.58269


 [NEAS: We use the weights of 55.5% and 44.5% to verify that the new inflation rates give an average of 15%: 55.5% × 43% + 44.5% × –20% = 14.97%.  The candidate found these rates by trial and error, using σ = 0.] 

[NEAS: The estimates of σ, the variance of ß2, TSS, and ESS move in tandem; in your write-up, you may explain why this is true.  The values of RSS and R2 decrease; in your write-up, you may explain why.] 


As expected, the estimated variance, standard errors, and ESS increased in part 4 compared to part 1 due to parameter instability.  In the residual plot by calendar year, the residuals started negative and increased until year 10, where they decreased again (upside-down “V”).  The residuals for years 1-6 and 13-15 are negative and the residuals for years 7-12 are positive.  Thus, forecasts for calendar years 1-6 and 13-15 would be biased upward while forecasts for calendar years 7-12 would be biased downward.
 [NEAS: Explain the intuition for the results in your write-up, as this candidate does.  We state the shape of the residual plot on the discussion forum.  The candidate correctly looks at the slope of the residual plot, not the sign of the residuals.] 

5-Dummy Variable and 5-Dummy Variable Data: Using a Dummy Variable to Account for One Discrete Change in Inflation Rate


I added a dummy variable D, where D is 0 for calendar years 0-9 and 1 for calendar years 10-14.


I repeated the simulation in part 3 with the following parameters: sigma = 0.5, alpha = 10, beta1 = -0.25, beta2 = 0.43, beta2b = -0.20.  


The regression equation is 
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 [NEAS: This is correct.  Several candidates have trouble with the dummy variables.  The third independent variable is D × (X2 – 9), not just D.  When X2 > 9, the inflation rate is 42.9% – 64.3% = 21.4%.  On your Excel work-sheet, code the third independent variable as a formula.  Use the Excel if built-in function to specify that D = 1 if X2 > 9.]
Results:


The estimated values are: s = .55673, alpha =10.00956, beta1 = -0.25167, beta2 = 0.428955, beta3 = -0.64263, where beta3 is the coefficient for the D*(x2-9) term.  Notice that the estimator for beta2b is beta2 + beta3 = -0.21368.
	
	Part 5 (Dummy Variable)
	Part 4 (No Dummy Variable)
	Part 1 (Stable Rates)

	Estimate of sigma
	0.55673
	0.834129
	0.448956

	Estimate of beta2
	-----------
	0.142741
	0.151491

	Standard error of beta2
	-----------
	0.02418
	0.013015

	adjusted R2
	0.765418
	0.473412
	0.750432

	TSS
	157.2324
	157.2324
	94.49401

	ESS
	35.95402
	81.4052
	23.58269


 [NEAS: If we run separate regressions for calendar years 0 – 9 vs 10 – 14, we get different values for α, ß1, and σ, which we do not want. Using dummy variables keeps the same values for α, ß1, and σ.]
[NEAS: The ESS increases by 35.945 – 23.583 = 12.407, or 52.61%; the TSS increases by 157.232 – 94.494 = 62.738, or 66.39%; the RSS increases by 62.738 – 12.407 = 50.331, or 70.98%.] 


As expected, the addition of the dummy variable solved the problems of increased standard error and sum of squared errors.  The mean residual plot by calendar year also shows a mean residual of 0 without any significant trends over calendar years.  
 [NEAS: The project template provides an immediate check on your work with several ways to find and correct errors.

~
Adding the dummy variable should give a residual plot with a horizontal line at zero, and the ordinary least squares estimators should agree with the simulation parameters.

~
If your results differ, re-run the regression with a lower σ (or a zero σ).

~
If your results differ even for a zero σ, review the comments on this discussion thread.  You may be adding the dummy variable in the wrong place, or you may be using D instead of an expression for the third independent variable.

~
If you can’t correct the error, post the equation that you are using in this discussion thread.  Our statistics faculty will point out the probable error, without re-writing the equation for you.] 

6-Continuous Change and 6-Continuous Change Data: Continuous Changes in Interest Rate 


I made the inflation rate begin at 0.35 at calendar year 0, decreasing by 0.02 each calendar year, so that at calendar year 14, the inflation rate is 0.05.


In order that the continuous change be visible in the residual plot, I used these values for parameters: sigma = 0.1, alpha = 10, beta1 = -0.25, beta2 = 0.35 decreasing by 0.02 per calendar year to 0.05 at calendar year 14.

Because I used a low sigma, the adjusted R2 is high and the ESS is low.  However, we can see a parabolic trend in the residual plot with a max at calendar year 10.  
 [NEAS: Because you choose the value of σ, you can adjust the stochasticity so that the effects are seen in the residual plot.  As σ increases, the parabolic shape of the residual plot becomes more jagged.  As you work through the student project, begin with a low σ, such a 0.01, so that you know what to expect. Increase σ to more realistic values, such as 0.1 or 0.2, to see the effects of stochasticity.  This candidate used σ = 0.5 for the base case and σ = 0.1 for the continuous change case.  This makes sense; it is hard to see the parabolic shape with σ = 0.5.]
[NEAS: When comparing two regression equations with relatively few data points and different numbers of independent variables, use the adjusted R2.  For this student project, you may use either the adjusted or unadjusted R2.]
[NEAS: The expected value of β3 is one half the annual decrease in the inflation rate.  We use this relation for convexity of bonds and gammas of financial derivatives, which you cover on the later SOA and CAS exams.  The year to year change in the loss severity is /t { β2 × t + β3 × t2 } = β2 + 2 β3 × t.
7-Additional Squared CY Variable and 7-Additional Squared CY Data: Addition of Squared Calendar Year as a Variable


I repeated the same regression as in part 6, but added an additional variable, squared calendar year, to adjust for the continuous decrease in the inflation.  I used the same parameters as part 6: sigma = 0.1, alpha = 10, beta1 = -0.25, beta2 = 0.35 decreasing by 0.02 per calendar year to 0.05 at calendar year 14.


The estimated values are: sigma = 0.104689, alpha = 10.31341, beta1 = -0.24753, beta2 = 0.34763, and beta3 = -0.01059, where beta3 is the coefficient for the squared calendar year variable.

As expected, the ESS decreased from 3.53743 in part 6 to 1.271345 in part 7.  Additionally, the trend line fitted to the means of residuals plot is almost exactly horizontal.  
1.  [NEAS: The two tests are the slope in the residual plot and the R2. The total sum of squares does not change, so the candidate compares the ESS with and without the additional independent variable.] 

Conclusion:


We have learned several things:

2. Non-constant parameters causes standard error, ESS to increase, and R2 values to decrease.  

3. Dummy variables will solve the above problem for the case of discrete changes in the parameters.  Use as many dummy variables as there are discrete changes.
4. Using the square of the variable of the continuously changing parameter as an additional explanatory variable will solve the problem for continuously changing parameters.

 [NEAS: The candidate shows the final form of each regression, with a reasonable σ.  Almost all candidates make errors along the way.  You can verify your work with lower σ, as you proceed along the steps of the student project.] 

[NEAS: This is an excellent submission.  The Excel files are similar to the illustrative work-sheets on the discussion forum.  We do not post the Excel files, lest we receive copies of these files with minor changes in other student projects.

Review this write-up to understand the work needed for the student project.  Your own project should use different figures, but it may have a similar framework.

~
Some candidates run all the regression equations easily.  Others may start with σ = 0 or σ = 0.01 to verify they are using the proper formulas.

~
Some candidates are stumped by the use of dummy variables.  Review the equations used in this write-up.

~
If you have trouble completing the project, post a question in the discussion forum, explaining the formula you are using and the results you are getting.  We don’t give you all the equations, but we give guidance on each regression technique.]
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