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Introduction
Working in the health insurance field, demographic changes can have a dramatic impact on the financial results of a company.  Attempting to forecast and prepare for drastic demographic changes, such as the impact the baby-boomer generation will have on the Medicare system, are important for companies to prepare for changes in health care costs and to remain financial sound.  There are many aspects of demographic data that could be analyzed such as annual population changes, birth rates, and annual unemployment rates that can be modeled by time series.  
This project will deal with the birth rates per 10,000 for 23 year old women in the U.S. from 1917 to 1975.  The purpose of this project is to attempt to fit several different time series models, AR(1), AR(2), and MA(1), to the data and to test the appropriateness of each model.
Model Specification

The raw data was plotted to determine the homogeneity of the time series.  Figure 1.1 illustrates the raw data plot.

[image: image1.emf]Figure 1.1 - Birth Rates per 10,000 of 23-year old women
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The data shows increases and decreases in the birth rate over the time period.  Many of these increases and decreases can be related to events in U.S. history.  The Q test statistic was calculated on the raw data using 40 lags to determine if the time series is a white noise time series.  The Q-test statistic is 386.35 which is considerably higher than 55.76, the 95% χ2 percentile.  As a result the hypothesis that the time series is a white noise time series is rejected.
First differences were calculated on the birth rates and plotted in Figure 1.2.

[image: image2.emf]Figure 1.2 - First Differences for Birth Rates
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The first differences remove some of the trend fluctuations however some of the increases and decreases are still evident in the graph.  The Q-test statistic for the first difference data is 43.59 which is less than 55.76, indicating the time series may be a homogeneous non-stationary series of order 1.  A second difference was taken to determine if the additional difference was significant.  Figure 1.3 illustrates the second difference plot.

[image: image3.emf]Figure 1.3 - Second Difference for Birth Rates
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The Q-test statistic for the second difference data is 31.90, indicating that the series may be a homogeneous non-stationary series of order 2.
Model Estimation & Diagnostic Checking
The following sections detail the analysis in attempting to fit the first difference data to an AR(1), AR(2), and MA(1) model.

AR(1) – yt = φ1yt-1 + δ + εt where εt is white noise with mean 0.

Fitting the data using least squares regression estimates φ1 = 0.2847 and δ = -0.8487.  

Yt = 0.2847yt-1 – 0.8487 + εt
Since |φ1| < 1 the series is stationary.  The mean of the AR(1) series is μ = δ / (1 – φ1) = -1.1865 which is close to the mean of the first difference data which is -1.1138.  Figure 2.1 illustrates the actual first differences with the 1-period ahead forecasts from the AR(1) model.
[image: image4.emf]Figure 2.1 - Actual vs. Forecasted AR(1)
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The autocorrelation functions are equal to ρk = φ1k.  The first several autocorrelation functions are ρ1 = 0.2847, ρ2 = 0.08105, and ρ3 = 0.0231.  Using the Box and Pierce test for goodness of fit with 6 lags, the Q-statistic is 5.1145.  This value is well below the critical values at 5% with five degrees of freedom, indicating the model is a good fit for the data.

AR(2) – yt = φ1yt-1 + φ2yt-2 + δ + εt
Fitting the data to this model results in φ1 = 0.3276, φ2 = -0.1355, and δ = -0.90.  

Yt = 0.3276yt-1 – 0.1355yt-2 – 0.90 + εt
This series is stationary as φ1 + φ2 < 1, φ2 – φ1 <1, and |φ2| < 1.  The mean of the AR(2) series is μ = δ / (1 – φ​1 – φ2) = -1.1140 which is very close to the actual mean of -1.1138.  Figure 2.2 illustrates the actual first differences with the 1-period ahead forecasts from the AR(2) model.
[image: image5.emf]Figure 2.2 - Actual vs. Forecasted AR(2)

-30

-20

-10

0

10

20

30

40

50

1920192319261929193219351938

1941

194419471950195319561959196219651968

1971

1974

Actual Forecast


The first several autocorrelations for this model are ρ1 = 0.2885, ρ2 = -0.0410, ρ3 = -0.0525, ρ4 = -0.0117, and ρ5 = 0.0033.  Using the Box and Pierce test for goodness of fit with 7 lags, the Q-statistic is 5.094.  This value is well below the critical values at 5% with 5 degrees of freedom, indicating the model is a good fit for the data.
MA(1) – yt = μ + εt – θ1εt-1 

Fitting the data to the MA(1) model results in μ = -1.1138 and θ1 = -0.2846.  

Yt = -1.1138 + εt + 0.2846εt-1
This series is invertible as |θ1| < 1.  The mean of a MA(1) series is equal to the mean of the actual data.  Figure 2.3 illustrates the actual first differences to the 1-period ahead forecasts from the  MA(1) model.

[image: image6.emf]Figure 2.3 - Actual vs. Forecasted MA(1)
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The autocorrelation function is ρ1 = 0.2846 / (1 + 0.28462) = 0.2633, ρ2 = ρ3 = ρk = 0.  The actual autocorrelation value ρ1 for the series is 0.2842.
The following table summaries the three models:
	Model
	Model Equation
	Mean
	Q-Statistic
	Rejection of Null
	Comments

	First Dif. Data
	
	-1.1138
	43.59
	Do not reject
	White noise

	AR(1)
	Yt = 0.2847yt-1 – 0.8487 + εt
	-1.1865
	5.1145
	Do not reject
	Stationary

	AR(2)
	Yt = 0.3276yt-1 – 0.1355yt-2 – 0.90 + εt
	-1.1140
	5.0940
	Do not reject
	Stationary

	MA(1)
	Yt = -1.1138 + εt + 0.2846εt-1
	-1.1138
	
	
	Invertible


Model Evaluation
Using the defined AR(1), AR(2), and MA(1) models defined from above, ex post forecasts were performed comparing the forecast to actual data to evaluate the performance of the model.  Using data for 1969 and 1968, the models were graphed to illustrate the data points from 1970-1980.  The actual data points for 1970-1975 are also illustrated in Figure 3.1
[image: image7.emf]Figure 3.1 - Ex Post Forecast Model Comparison
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This graph illustrates that there is little difference in the forecasted points for all three models.  At the same time, the difference between the forecasted values and the actual values is quite large especially for year 1972.  Further differencing along with adding additional moving average and autoregressive coefficients may result in a better overall fit.   Based on the models the average birth rate per 10,000 for 23 year old women in the U.S. will be 82.1 in 2007.  While this birth rate may be plausible, it does not appear likely.

Conclusion
This project fit several different time series models, AR(1), AR(2), and MA(1) to birth rates per 10,000 for 23 year old women in the U.S. from 1917-1975.  These models were developed and tested to determine the appropriateness of each model.  Although the models appear to be appropriate models, due to the nature of the data using these models to project future birth rates into the future may not produce accurate results.  More complex time series models may be developed that would provide a better forecast for future birth rates.  

Appendix

The following is the raw data that was used in the analysis and was taken from the following website:

http://www-personal.buseco.monash.edu.au/~hyndman/TSDL/
	Year
	Birth Rate
	
	Year
	Birth Rate
	
	Year
	Birth Rate

	1917
	183.1
	
	1937
	132.2
	
	1957
	268.8

	1918
	183.9
	
	1938
	134.1
	
	1958
	264.3

	1919
	163.1
	
	1939
	132.1
	
	1959
	264.5

	1920
	179.5
	
	1940
	137.4
	
	1960
	268.1

	1921
	181.4
	
	1941
	148.1
	
	1961
	264.0

	1922
	173.4
	
	1942
	174.1
	
	1962
	252.8

	1923
	167.6
	
	1943
	174.7
	
	1963
	240.0

	1924
	177.4
	
	1944
	156.7
	
	1964
	229.1

	1925
	171.7
	
	1945
	143.3
	
	1965
	204.8

	1926
	170.1
	
	1946
	189.7
	
	1966
	193.3

	1927
	163.7
	
	1947
	212.0
	
	1967
	179.0

	1928
	151.9
	
	1948
	200.4
	
	1968
	178.1

	1929
	145.4
	
	1949
	201.8
	
	1969
	181.1

	1930
	145.0
	
	1950
	200.7
	
	1970
	165.6

	1931
	138.9
	
	1951
	215.6
	
	1971
	159.8

	1932
	131.5
	
	1952
	222.5
	
	1972
	136.1

	1933
	125.7
	
	1953
	231.5
	
	1973
	126.3

	1934
	129.5
	
	1954
	237.9
	
	1974
	123.3

	1935
	129.6
	
	1955
	244.0
	
	1975
	118.5

	1936
	129.5
	
	1956
	259.4
	
	
	


