Regression Analysis of Baseball won-loss Records
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[NEAS: This candidate uses baseball won-loss records for 1986 to 2005 and compares the American League with the National League.  The write-up is concise, and it contains the essential material.]

Objective

This project analyzes won-loss records of baseball teams from both American League and National League for the past twenty years (from 1986 to 2005). The following three analyses are performed:
1. Examine whether past won-loss records predict future won-loss records.

2. Set up optimal regression equations for both American League and National League.

3. Examine whether the optimal regression equation is the same for American League vs. National League.

Correlations

First, the null hypothesis that past won-loss records do NOT predict future performance was preliminarily tested by calculating the correlations for the first 10 lags. The calculation was done separately for each league. 

[NEAS: The correlations are preliminary analysis.  If the correlation is small, the past year doesn’t affect the current year materially, and we don’t include it in the analysis.  The time series course shows how to test if the correlation is significant.  For the regression analysis student project, we focus on the pattern of the adjusted R2 and the F tests.]

For both leagues, the average correlation for lag 1 is significant (0.43 for American League and 0.45 for National League) and we reject the null hypothesis, meaning past won-loss record does predict future performance. 

For American League Teams, it will be useful to include year T-1 in the regression equation. The correlation for lag 2 is ambiguous. Year T-2 might help the regression equation, but the improvement (if any) will be small. For all other lags, the correlations are too small to be useful. The maximum number of years to use in the regression analysis is thus 2. 
For National League Teams, it will be useful to include year T-1 in the regression equation. The correlations for next two years are ambiguous. These two years might help the regression equation, but the improvement (if any) will be small. For all other lags, the correlations are too small to be useful. The maximum number of years to use in the regression analysis is thus 3. 

Regression Analysis
Regression analyses were conducted separately for each league. A loose significance level of the t statistic for a regression coefficient was used (P value = 20%). 

[NEAS: The candidate correctly uses a loose significance level of 20%.  Some candidates ask: When do we use a 5% significance level and when do we use a loss significance level?  We summarize the principles for hypothesis testing in this scenario:

~
If the p-value < 5%, we include the past year.

~
If the p-value > 20%, we exclude the past year.

~
If 5% < the p-value < 20%, we don’t necessarily include or exclude the past year.  We look at other statistical tests, such as adjusted R2 and F test.  If the other tests are also ambiguous, we try both regression equations and see which forecasts better.]
For American League Teams, using the first past year gives an adjusted R2 of 37.76%. The standard error of the independent variable is low at 8.62% and the t statistic is high at 6.995. Using the past two years doesn't raise the adjusted R2. In addition, the second past year is no longer significant with a p value of 46.95%.  Only the first year will be used in the regression equation.
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[NEAS: The American League shows clear results.  For one past year, the t statistic is so high that the p-value is about zero.  The adjusted R2 is high, implying that the past year’s experience helps predict the current year. Using a second past year doesn’t raise the adjusted R2 and has a p-value of 47%, implying that its experience is not helpful in predicting the current year.]

If we had no past experience, we would predict a 50% won-loss record (the overall average).  We summarize the regression analysis in two statements:

~
The past year is such a good predictor that we give it 60% weight, leaving 40% weight to the overall average of 50%.  (50% × 40% = 20%, which is the α of the fitted regression equation.)

~
The baseball season is long enough that all the relevant past experience occurs in the most recent past year.  Adding a second past year doesn’t help.]

Test your fitted regression equation by seeing if it passes through the means of X and Y.  The means are approximately 50%, and 50% = 20% + 60% × 50%.  Some teams are excluded in this analysis, so the means are not exactly 50%.]
For National League Teams, using the first past year gives an adjusted R2 of 28.77%. The standard error of the independent variable is low at 9.38% and the t statistic is high at 5.736. Using the past two years increases the adjusted R2 to 30.99%. The standard errors of the independent variables are still low at 11.33% and 11.16%, and the t statistics are still significant at 3.663 and 1.875. Using the third past year raises the adjusted R2 to 31.57%, however, the statistics are no longer significant with p values of 23.23% and 20.36%. Two past years gives the optimal regression equation.
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[NEAS: The National League has about the same effect for past experience, but the effect is spread over two past years.  We check that the means lie on the regression line:

0.1920 + 0.4149 × 50% + 0.2093 × 50% = 50.41%  50%.

Some teams are excluded, so the means are not exactly 50%.

To get overall means of 50%, we normalize the won-loss records for each year.  This slightly helps the fit of the regression equations.  It is not necessary for the student project, but it is a useful addition.]
F Test

In this part of the project, I tested the null hypothesis that the optimal regression equation is the same for American League vs. National League.

A dummy variable D is introduced with D=0 for National League and D=1 for American League. Since the optimal regression equation has only 1 independent variable for the American League and 2 independent variables for the National League, I used 2 independent variables for the equation with the dummy variable. The added dummy variable gives 3 more regression coefficients. There are a total of 16 teams and 10 past years, so the degree of freedom is
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Regression analyses were conducted on both the restricted regression equation and the unrestricted regression equation. Please refer to the “F Test” tab of the Excel spreadsheet for results. R2=0.3644 for the unrestricted regression equation and R2=0.3600 for the restricted regression equation. So,
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According to table 4a in the textbook, for 5% significance, degrees of freedom for numerator = 3 and degrees of freedom for denominator = 154, the critical value is greater than 2.60. Since the F statistic calculated above is much less than the critical value of 2.60, the null hypothesis is accepted, which means the optimal regression equation is the same for American League vs. National League.

Conclusion

The above regression analyses show that baseball past won-loss records predict future performance. However records more than two years old have been proved to be useless in predicting future performance. This is because baseball has a long season with 324 games in the past two years.
F test also show that the optimal regression equation is the same for American League vs. National League.
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