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Introduction

The goal of this project is to fit a time series model to the historical record of the Detroit Tigers.  In the analysis below, I propose several models and determine which is most appropriate, based on in-sample goodness-of-fit tests and out-of-sample forecast tests.
Data

The data for this project was taken from the official Detroit Tigers website.  The link to the Tigers historical records is http://detroit.tigers.mlb.com/NASApp/mlb/det/history/ year_by_year_results.jsp.  This data can be found in Appendix A.  The Tigers were founded in 1901.  I used the years 1901-1995 to build a model, leaving the years 1996-2005 to perform an out-of-sample check.  
Calculation Tools
All calculations for this project were performed in Microsoft Excel.  To perform the regression analysis for the autoregressive models, I used the Microsoft Excel regression add-in.  See the spreadsheet VEE Time Series Student Project.xls for details of this analysis.  Appendix B explains each worksheet in this Excel workbook.

Analysis

Below, I examine the data and propose several models.  For all diagnostic tests, I used a 5% significance level.  
Examination of the Data

I began my analysis by creating a graph of the data and correlogram of the sample autocorrelations.
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The sample autocorrelation is high for lag 1, after which the sample autocorrelations fluctuate very close around zero.  This is a good indication that the time series is stationary.  Based on the shapes of the graph and correlogram above, there doesn’t appear to be any seasonality or trend, nor would our intuition expect there to be.  Because I chose to examine annual data, we would not expect any seasonality to the data.  Over a smaller interval, say five years, we might be able to identify a trend, but over a period of 95 years, any trends disappear.  

Also, based on the graph and correlogram, there is no evidence of any distinct eras.  There are periods where the team did well (above .500) for a number of consecutive years and periods where the team did not do well for a number of years.  However, there are no clear “eras” apparent either in the above graph or correlogram.  Our intuition might expect that a certain time period, such as when Hall-of-Fame manager Sparky Anderson led the club (1979-1995), would have yielded better than average results, but the data is inconclusive.  Sure, the Tigers’ record was above .500 from 1979-1988 (including a World Series title in 1984), but was this because of Anderson’s managing or because of the All-Star players on the roster?  Likewise, at the end of Anderson’s managing stint, the Tigers struggled to reach .500 and did so only twice between 1989 and 1995.  Was this because Anderson had somehow lost his keen managerial skills or because the once formidable lineup was diminishing due to aging veterans and the loss of free agents?  There are so many factors that lead to a baseball team’s success or failure—including the presence of star players, good coaching/managing, a well-managed payroll, player health, quality of the minor league system in prior years, etc—that it is difficult to identify specific “eras” for most MLB teams.  For this analysis, I assume that there are no distinct eras in Tigers history and use all years (1901-1995) to specify a time series model.
[NEAS: Sports won-loss records are good for ARIMA modeling. The time series is often stationary, with no seasonality, and can be modeled well with a simple ARIMA process.]

I performed Bartlett’s Test on the data and at a 5% significance level, I cannot reject the null hypothesis that this time series is white noise.  However, since the sample autocorrelation is high for lag 1, the time series is a candidate to be modeled as MA(1) or AR(1).
MA(1)

	For an MA(1) model, the autocorrelation of lag 1 is 

ρ1 =
	-Θ1

	
	(1 + Θ12)


Since we are using 95 data points, the sample autocorrelation is a good estimator of the autocorrelation.  Using the sample autocorrelation of lag 1, 0.361, we can back into the Θ1 parameter and determine that Θ1 = -0.426.  We use the average of our data as our estimate for μ.  Our MA(1) model, then, is
yt = μ + εt - Θ1εt-1 = 0.516 + εt + 0.426 εt-1
The Box-Pierce Q statistic for this model, taken at lag 20, is 20.25.  For an MA(1) model, the Q statistic at lag 20 has 19 degrees of freedom.  The chi-square critical value at the 5% significance level is 30.14.  Therefore, we do not reject this model based on the Box-Pierce Q test. 

In addition to the above in-sample goodness-of-fit test, I also forecast the Tigers’ winning percentage for 1996-2005.  I chose to forecast each additional winning percentage incrementally rather than forecasting all ten years from the data in the experience period.  See Appendix C for the forecasts.  The mean square error of the forecasts is 0.012.  

AR(1)
Using linear regression, I determined that the optimal AR(1) model for this time series is 
yt = ϕ1yt-1 + δ + εt = 0.369yt-1 + 0.325 + εt
As an additional check that this time series is stationary, I compared the mean of this AR(1) model to the actual mean of the data.  According to this AR(1) model, μ = δ / (1 - ϕ1) = 0.515.  The actual mean of the data is 0.516.  This is another good indication that the time series is stationary.
For this model, I also performed two in-sample goodness-of-fit tests.  The Durbin-Watson statistic for this model is 1.87.  The critical values for the Durbin-Watson test at the 5% significance level are dl = 1.62 and du = 1.71.  Therefore, we do not reject this model based on the Durbin-Watson test.
The Box-Pierce Q statistic for this model, taken at lag 20, is 14.01.  For an AR(1) model, the Q statistic at lag 20 has 19 degrees of freedom.  The chi-square critical value at the 5% significance level is 30.14.  Therefore, we do not reject this model based on the Box-Pierce Q test. 

Again, I forecast the Tigers’ winning percentage for 1996-2005, forecasting each additional winning percentage incrementally rather than forecasting all ten years from the data in the experience period.  See Appendix C for the forecasts.  The mean square error of these forecasts is 0.010.  
AR(2)

I have shown that an AR(1) model fits the data quite well, but we should also examine an AR(2) model to determine if adding an extra explanatory variable helps.  Using linear regression, I determined that the optimal AR(2) model for this time series is 

yt = ϕ1yt-1 + ϕ2yt-2 + δ + εt = 0.397yt-1 - 0.050yt-2 + 0.337 + εt
This negative ϕ2 is definitely disturbing.  In regression analysis, we generally don’t add another explanatory variable if its coefficient is negative.  The p-value of this coefficient is 63% so adding this second year doesn’t seem appropriate, based on material covered in the regression analysis course.  However, for completeness, I will perform in-sample goodness-of-fit tests and out-of-sample forecasts for this model.  

[NEAS: The candidate’s procedure is good.  If a regression coefficient is counter-intuitive, check its p-value. A value of 63% indicates the coefficient is not significant. The multicollinearity of the two independent variables is the primary cause of the negative value. For sports won-loss records, we first non-significant variable often has a negative coefficient.]
The Durbin-Watson statistic for this model is 1.98.  The critical values for the Durbin-Watson test for this model are dl = 1.60 and du = 1.73 at the 5% significance level.  Therefore, we do not reject this model based on the Durbin-Watson test.

The Box-Pierce Q statistic for this model, taken at lag 20, is 10.59.  For an AR(2) model, the Q statistic at lag 20 has 18 degrees of freedom.  The chi-square critical value at the 5% significance level is 28.87.  Therefore, we do not reject this model based on the Box-Pierce Q test. 

See Appendix C for the forecasts.  The mean square error of the AR(2) forecasts is 0.011.
Since the mean square error of the AR(2) forecasts is greater than the mean square error of the AR(1) forecasts, it does not appear that adding the second explanatory variable helps us.  When we also consider that adding the second year introduces a negative coefficient to the regression, it becomes clear that an AR(2) model is not appropriate.  
First Differences
Above, I have examined three models based on the time series itself—MA(1), AR(1), and AR(2).  Now the question arises: Should we examine the first differences of this time series?  
The correlogram of the first differences is shown below.
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The sample autocorrelation is negative for lag 1, which is somewhat disturbing.  
[NEAS: The baseball draft causes an expected negative autocorrelation for the first differences. If a team does worse in Year X+1 than in Year X, it gets a higher draft pick, so it may do better in Year X+2.]

However, after lag 1, the sample autocorrelations fluctuate very close around zero.  This is a good indication that the time series is stationary, and because the absolute value of the first sample autocorrelation is not large, it is quite possible that the first differences are just white noise.  I performed Bartlett’s Test on the first differences and at a 5% significance level, I cannot reject the null hypothesis that the first differences are white noise.  
In practice, we should really only use a model based on first differences if the time series itself is not stationary and the first differences are more stable.  However, I contend that the time series (i.e. the Tigers’ historical winning percentages) is stationary because
1. The graph of the data does not appear to indicate any eras (change in mean, variance, or drift because of exogenous factors), seasonality, or trend (either linear or exponential).

2. The correlogram of the data declines fairly close to zero by lag 2 and fluctuates about zero thereafter.

3. The mean of the fitted AR(1) model is very close (within 0.001) to the actual mean of the data. 

Therefore, because the time series is stationary there is no need to consider first differences.
For completeness, I did examine first differences and fit an ARIMA(0,1,1) model and an ARIMA(1,1,0) model.  I will not go into detail here since I have determined that taking first differences is not appropriate for this time series.  The results of these models are contained in Appendix D.  Additional detail may be found in the Excel workbook that accompanies this project.  An analysis of an ARIMA(0,1,1) model can be found on the ARIMA(0,1,1) worksheet.  An analysis of an ARIMA(1,1,0) model can be found on the ARIMA(1,1,0) worksheet.  

Conclusion
As stated above, I have not considered models based on first (or higher order) differences because the time series itself is stationary.  Moreover, if an autoregressive model is used, I have shown that an AR(1) model is more appropriate than an AR(2) (or higher order) model.  (I have not considered higher order moving average models or mixed autoregressive-moving average models because of the complexity of calculations involved.)

The decision, then, becomes: Is an MA(1) or AR(1) model for appropriate for this time series?  The table below will help make this decision.

	
	MA(1)
	AR(1)

	Box-Pierce Test
	
	

	Box-Pierce Q Statistic (lag 20)
	20.25
	14.01

	Degrees of Freedom (K-p-q)
	19
	19

	Percentile of Chi-Square Distr.
	62%
	22%

	Critical Value*
	30.14
	30.14

	Reject Model?
	No
	No

	
	
	

	Forecasts
	
	

	Mean Square Error
	0.012
	0.010

	
	
	

	 * Critical value determined at 5% significance level


From these results, we see that the AR(1) model is better than the MA(1) model for the following reasons:
1. The Box-Pierce Q statistic for the AR(1) model is significantly lower than for the MA(1) model.

2. The mean square error of the AR(1) forecasts is lower than the mean square error of the MA(1) model.

The AR(1) model is the most appropriate of the models considered in this project.
[NEAS: The candidate’s procedure is good. The Box-Pierce Q Statistic is the primary tool to choose among ARIMA models. In this study, an AR(1) model makes the most intuitive sense: a good team one year stays a reasonably good team the next year, and vice versa for bad teams. A rationale for an MA model is harder to find.]

However, the divergence between the AR(1) model and reality indicates that other variables are affecting the winning percentage.  In reality, there are many factors that lead to a baseball team’s success or failure—including the presence of star players, good coaching/managing, a well-managed payroll, player health, quality of the minor league system in prior years, etc.  To obtain more accurate forecasts, these factors should be accounted for in a more sophisticated model.   

Appendix A
Historical results for the Detroit Tigers.

	Year
	Wins
	Losses
	Pct
	
	Year
	Wins
	Losses
	Pct
	
	Year
	Wins
	Losses
	Pct

	1901
	74
	61
	0.548
	
	1936
	83
	71
	0.539
	
	1971
	91
	71
	0.562

	1902
	52
	83
	0.385
	
	1937
	89
	65
	0.578
	
	1972
	86
	70
	0.551

	1903
	65
	71
	0.478
	
	1938
	84
	70
	0.545
	
	1973
	85
	77
	0.525

	1904
	62
	90
	0.408
	
	1939
	81
	73
	0.526
	
	1974
	72
	90
	0.444

	1905
	79
	74
	0.516
	
	1940
	90
	64
	0.584
	
	1975
	57
	102
	0.358

	1906
	71
	78
	0.477
	
	1941
	75
	79
	0.487
	
	1976
	74
	87
	0.460

	1907
	92
	58
	0.613
	
	1942
	73
	81
	0.474
	
	1977
	74
	88
	0.457

	1908
	90
	63
	0.588
	
	1943
	78
	76
	0.506
	
	1978
	86
	76
	0.531

	1909
	98
	54
	0.645
	
	1944
	88
	66
	0.571
	
	1979
	85
	76
	0.528

	1910
	86
	68
	0.558
	
	1945
	88
	65
	0.575
	
	1980
	84
	78
	0.519

	1911
	89
	65
	0.578
	
	1946
	92
	62
	0.597
	
	1981
	60
	49
	0.550

	1912
	69
	84
	0.451
	
	1947
	85
	69
	0.552
	
	1982
	83
	79
	0.512

	1913
	66
	87
	0.431
	
	1948
	78
	76
	0.506
	
	1983
	92
	70
	0.568

	1914
	80
	73
	0.523
	
	1949
	87
	67
	0.565
	
	1984
	104
	58
	0.642

	1915
	100
	54
	0.649
	
	1950
	95
	59
	0.617
	
	1985
	84
	77
	0.522

	1916
	87
	67
	0.565
	
	1951
	73
	81
	0.474
	
	1986
	87
	75
	0.537

	1917
	78
	75
	0.510
	
	1952
	50
	104
	0.325
	
	1987
	98
	64
	0.605

	1918
	55
	71
	0.437
	
	1953
	60
	94
	0.390
	
	1988
	88
	74
	0.543

	1919
	80
	60
	0.571
	
	1954
	68
	86
	0.442
	
	1989
	59
	103
	0.364

	1920
	61
	93
	0.396
	
	1955
	79
	75
	0.513
	
	1990
	79
	83
	0.488

	1921
	71
	82
	0.464
	
	1956
	82
	72
	0.532
	
	1991
	84
	78
	0.519

	1922
	79
	75
	0.513
	
	1957
	78
	76
	0.506
	
	1992
	75
	87
	0.463

	1923
	83
	71
	0.539
	
	1958
	77
	77
	0.500
	
	1993
	85
	77
	0.525

	1924
	86
	68
	0.558
	
	1959
	76
	78
	0.494
	
	1994
	53
	62
	0.461

	1925
	81
	73
	0.526
	
	1960
	71
	83
	0.461
	
	1995
	60
	84
	0.417

	1926
	79
	75
	0.513
	
	1961
	101
	61
	0.623
	
	1996
	53
	109
	0.327

	1927
	82
	71
	0.536
	
	1962
	85
	76
	0.528
	
	1997
	79
	83
	0.488

	1928
	68
	86
	0.442
	
	1963
	79
	83
	0.488
	
	1998
	65
	97
	0.401

	1929
	70
	84
	0.455
	
	1964
	85
	77
	0.525
	
	1999
	69
	92
	0.429

	1930
	75
	79
	0.487
	
	1965
	89
	73
	0.549
	
	2000
	79
	83
	0.488

	1931
	61
	93
	0.396
	
	1966
	88
	74
	0.543
	
	2001
	66
	96
	0.407

	1932
	76
	75
	0.503
	
	1967
	91
	71
	0.562
	
	2002
	55
	106
	0.342

	1933
	75
	79
	0.487
	
	1968
	103
	59
	0.636
	
	2003
	43
	119
	0.265

	1934
	101
	53
	0.656
	
	1969
	90
	72
	0.556
	
	2004
	72
	90
	0.444

	1935
	93
	58
	0.616
	
	1970
	79
	83
	0.488
	
	2005
	71
	91
	0.438


Average winning percentage (1901-2005): 0.505

Standard deviation (1901-2005): 0.076
Average winning percentage (1901-1995): 0.516

Standard deviation (1901-1995): 0.068

Appendix B
The worksheets that make up the Excel workbook Erik Anderson_VEE Time Series Student Project.xls are described below.

· Tigers Historical Results – Data taken from the Detroit Tigers website: http://detroit.tigers.mlb.com/NASApp/mlb/det/history/year_by_year_results.jsp
· Graph of Results – Graph of the data 

· Correlogram – Calculation of sample autocorrelations, correlogram, Bartlett’s test, and Box-Pierce Q test for the data
· MA(1) – Determination and analysis of MA(1) model
· AR(1) – Determination and analysis of AR(1) model
· AR(2) – Determination and analysis of AR(2) model
· 1st Diff Correlogram – Same as Correlogram but for first differences of the data
· ARIMA(0,1,1) – Determination and analysis of ARIMA(0,1,1) model
· ARIMA(1,1,0) – Determination and analysis of ARIMA(1,1,0) model
· MA Forecasts – Forecasts from moving average models
· AR Forecasts – Forecasts from autoregressive models
· Summary – Summary of models, diagnostic tests, and forecasts
Appendix C

The table below shows forecasts for the three models that are based on the data (not the first differences).  I chose to forecast each additional winning percentage incrementally rather than forecasting all ten years from the data in the experience period. 
	Year
	Actual
	MA(1)
	AR(1)
	AR(2)

	1996
	0.327
	0.486
	0.479
	0.480

	1997
	0.488
	0.448
	0.446
	0.447

	1998
	0.401
	0.533
	0.505
	0.515

	1999
	0.429
	0.460
	0.473
	0.473

	2000
	0.488
	0.503
	0.483
	0.488

	2001
	0.407
	0.510
	0.505
	0.510

	2002
	0.342
	0.472
	0.475
	0.475

	2003
	0.265
	0.461
	0.451
	0.453

	2004
	0.444
	0.433
	0.423
	0.426

	2005
	0.438
	0.521
	0.489
	0.501

	
	
	
	
	

	Mean Square Error
	0.012
	0.010
	0.011


Appendix D

The table below shows a summary of in-sample goodness-of-fit tests and out-of-sample forecasts for the five models.
	
	Moving Average Models
	Autoregressive Models

	
	MA(1)
	ARIMA(0,1,1)
	AR(1)
	AR(2)
	ARIMA(1,1,0)

	Bartlett's Test
	
	
	
	
	

	Percent of residuals outside of 95% confidence interval
	0%
	0%
	0%
	0%
	0%

	Reject Null Hypothesis that residuals form white noise process?
	No
	No
	No
	No
	No

	
	
	
	
	
	

	Durbin-Watson Test
	
	
	
	
	

	Durbin-Watson Statistic
	N/A
	N/A
	1.87
	1.98
	2.06

	N (number of observations)
	N/A
	N/A
	94
	93
	93

	k (number of explanatory variables)
	N/A
	N/A
	2
	3
	2

	dl*
	N/A
	N/A
	1.62
	1.60
	1.62

	du*
	N/A
	N/A
	1.71
	1.73
	1.71

	Reject Model?
	N/A
	N/A
	No
	No
	No

	
	
	
	
	
	

	Box-Pierce Test
	
	
	
	
	

	Box-Pierce Q Statistic (lag 20)
	20.25
	16.82
	14.01
	10.59
	19.82

	Degrees of Freedom (K-p-q)
	19
	19
	19
	18
	19

	Percentile of Chi-Square Distr.
	62%
	40%
	22%
	9%
	59%

	Critical Value*
	30.14
	30.14
	30.14
	28.87
	30.14

	Reject Model?
	No
	No
	No
	No
	No

	
	
	
	
	
	

	Forecasts
	
	
	
	
	

	Mean Square Error
	0.012
	0.013
	0.010
	0.011
	0.008

	
	
	
	
	
	

	 * Critical values determined at 5% significance level


