Times Series Model for Seattle Temperatures
Time Series – Student Project

Introduction
The City of Seattle, Washington is well known for its rain and long winters. A lesser known fact of the City of Seattle is that the temperature swings are more moderate than those in many areas of the USA. With average winter temperatures around 41o Fahrenheit and average summer temperatures around 67o Fahrenheit the temperatures do not swing from the very high too the very low as they do in some areas of the country.
Temperature is an excellent subject for time series analysis, as recommended by the NEAS. This project will develop a model to forecast Seattle temperatures.
Objective
This project will attempt to form an ARIMA process to describe daily temperatures in Seattle.  Time series models using one, two, or more days lag will be tested to determine the most efficient.
The project begins by collecting temperature data for a twelve year period from 1/1/1995 through 1/5/2007.   
The temperature data will then be smoothed. The resulting de-seasonalized data will then have its correlation evaluated. Correlograms graphically display the correlation decreasing over time.  
Based on the results of the correlation/correlograms the project begins the autoregression analyses. Testing will be performed on increasing lag counts until the best model is determined. Diagnostic testing will be done to see the validity of each model. The result will yield the best regression equations for this forecasting.
Data

This project uses data provided by The University of Dayton[1] and Weather.com[2]. 
Twelve years (from 1/1/1995 to 1/5/2007) of the daily average temperature in Seattle was used. This total’s over 4,380 data points. 

The data from each individual day is then averaged. These long-term averages are required to offset the extremes that may occur in any one year. For example, if July 4th, 2006 is unusually cool, we would not necessarily predict that July 4th, 2007 will also be cool.

When considering the data, one must also consider the fact that daily temperatures are seasonal. The mean daily temperature in the winter is relatively low compared to the mean daily temperature in the summer. This requires the data be de-seasonalized before a regression analysis can be performed.

In order to smooth the seasonal daily temperatures a 9 year centered moving average was used for this project. For example, this project calculated the average daily temperature on January 5 using the 12 years of data averaged over 9 days (January 1 through January 9) each year. This average of 12 X 9 days = 108 days. The NEAS website suggests that 100 days or greater is sufficient for temperatures. 

The results of this 12 year average are displayed as follows :
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For comparative purposes the following is a graphical display of the average temperatures as provided by Weather.com :

[image: image2.emf]Weather.com Averages
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Comparing the two sets of data we notice that the shape of the curves and extremes (maximums & minimums) are virtually identical. The only significant difference is the 12 Year Average curve is not as smooth. Presumably this is do to the additional data used in the Weather.com averages.
Please see the attached excel workbook Seattle Temperatures –TS Project Winter 2007; worksheet Seattle Temperatures for additional information.

Correlation/Correlogram

Based on the results above, it comes as no surprise that Seattle’s daily temperatures are highly correlated. The first 10 correlations for the 12 Year Average as calculated by Excel are as follows:
	Lag 1
	Lag 2
	Lag 3
	Lag 4
	Lag 5
	Lag 6
	Lag 7
	Lag 8
	Lag 9
	Lag 10

	0.9987
	0.9958
	0.9919
	0.9873
	0.9822
	0.9765
	0.9704
	0.9647
	0.9594
	0.9548


The complete correlation is found in the following 365 day correlogram.
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Note that the Excel calculation does not consider the Degrees Of Freedom (DOF) and is therefore the calculated correlations are inconsistent as the lag increases.
In order to correct this inconsistency with the lags the project adjusts the Excel calculation for the DOF. The first 10 correlations for the 12 Year Average as calculated by Excel adjusted for DOF are as follows:

	Lag 1
	Lag 2
	Lag 3
	Lag 4
	Lag 5
	Lag 6
	Lag 7
	Lag 8
	Lag 9
	Lag 10

	0.9960
	0.9904
	0.9838
	0.9765
	0.9688
	0.9604
	0.9518
	0.9435
	0.9358
	0.9287


The complete correlation for the Excel calculations adjusted for the DOF are found in the following 365 day correlogram.
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These figures while smoother are still just estimates of the exact correlation. 

The exact calculations were also performed. The first 10 exact correlations for the 12 Year Average are as follows:

	Lag 1
	Lag 2
	Lag 3
	Lag 4
	Lag 5
	Lag 6
	Lag 7
	Lag 8
	Lag 9
	Lag 10

	0.9942
	0.9863
	0.9772
	0.9669
	0.9554
	0.9434
	0.9316
	0.9204
	0.9095
	0.8994


The complete correlations for the exact calculations are found in the following 365 day correlogram.
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Please see the attached excel workbook Seattle Temperatures –TS Project Winter 2007; worksheet Correlation-Correlogram for additional information and formulas for the above calculations.

Autoregressive Processes

The strong correlation of daily temperatures in Seattle suggests that an autoregressive model of order 1 or 2 (denoted AR(1) or AR(2)) may be the best fit. The AR(1) model forecasts that today’s temperature is dependent on yesterday’s temperate. While the AR(2) model forecasts today’s temperature based on the previous two day’s temperatures. 

The parameter(s) developed by these AR processes should be positive. The daily temperature usually changes incrementally. Therefore, the daily temperature is not a white noise process or a random walk. For example if the temperature is above average on July 4th, the temperature on July 5th will likely be above average as well.

The AR(1) Regression was performed using the Excel Regression function.  The resulting regression statistics are as follows: 
	SUMMARY OUTPUT

	
	

	Regression Statistics

	Multiple R
	0.99870

	R Square
	0.99741

	Adjusted R Square
	0.99740

	Standard Error
	0.44587

	Observations
	364


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.03825
	0.14064
	0.27195
	0.78582

	X Variable 1
	0.99919
	0.00268
	373.01202
	 


These results yield significant adjusted R2 and P-values suggesting this model is a good fit.

The next model the AR(2) produced the regression statistics:

	SUMMARY OUTPUT
	

	
	

	Regression Statistics

	Multiple R
	0.99928

	R Square
	0.99857

	Adjusted R Square
	0.99856

	Standard Error
	0.33127

	Observations
	363


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.15750
	0.10485
	1.50218
	0.13393

	X Variable 1
	1.66107
	0.03985
	41.68134
	

	X Variable 2
	-0.66400
	0.03990
	-16.64176
	 


These results are not quite as clear. While the adjusted R2 is still high (which is expected due to the high correlation there are a couple other areas of concern. Note that increasing the lag from 1 to 2 days yields a lower correlation albeit not significantly lower; a lower adjusted R² again not significantly lower, it produces a negative coefficient for variable 2, and has very low p-value of 0.13393.
The major points here consider the effects of the negative coefficient and  the low p-value for the AR(2) model. These two points combined suggest that the AR(1) model is a better fit. This also indicates that there is no value in testing additional models such as AR(3).
The AR(1) and AR(2) results are also used to produce the corresponding Durbin-Watson statistics. 
The Durbin-Watson statistic for AR(1) has n=364 data points and estimated  dl = 1.82 and du = 1.83 at 95% for AR(1). The Durbin-Watson Statistic for the AR(1) model equals 1.69. This suggests that positive serial correlation is present.  
The Durbin-Watson statistic for AR(2) has n=363 data points and estimated  dl = 1.82 and du = 1.83 at 95% for AR(2) (note the same dl and du estimates are used for this example, actual number would differ slightly but results would not change). The Durbin-Watson Statistic for the AR(2) model equals 1.75. This also suggests that positive serial correlation is present.  
This serial correlation does not affect the unbiasedness or consistency of the estimated parameters. However, it does affect the efficiency of those parameters.
Please see the attached excel workbook Seattle Temperatures –TS Project Winter 2007; worksheet Autoregression for additional information.

Conclusion
The temperatures in Seattle may best be forecast by applying an AR(1) model. 
Xt = (1 + (2 Xt-1 + e
Based upon the results the above results with an AR(1) model to the Seattle Daily Temperature the following equation is formed:

Xt = 0.03825 + 0.99919 Xt-1 + e
As expected the temperature for today is highly dependent on the temperature from yesterday. Thus demonstrating that daily temperatures are not random walks or white noise processes. 
While the results of this project are interesting, it would also be interesting to compare these results with similar projects for other cities. Seattle experiences only a 26o range from the lowest average in winter to the highest average in summer. This range is much smaller than the range found in many areas of the country and would be interesting to compare the results of a similar study to such areas. Comparing such studies is beyond the scope of this project.
As a final note, this project’s use of meteorological data was a good project. However in practice a more reliable model would be required. Completing such a model would require significant work as the complexity would increase. Additional data sets may also be needed, which could include: number of sunny days, number of cloudy days, rainfall, snowfall, days of snow on the ground,  frequency of weather fronts, and oceanic cycles such as La Nina and El Nino. 
References
[1] The daily temperatures from 1/1/1995 through 1/5/2007 can be found on The University of Dayton website ftp://ftp.engr.udayton.edu/jkissock/gsod/WASEATTL.txt
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