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Introduction:

I used regression analysis to determine what offensive baseball statistics are the best predictors of a team’s success. Data was used from the 2002-2006 season.  Sure, the fans love to see the homeruns, but does the team that hits the most home runs have the best chance of winning the most games? That is what I have attempted to find out.  I also will attempt to put together the most powerful regression line by selecting the variables that provide the highest adjusted R-squared—so as to adhere to the principles of parsimony.  The statistics I selected were at bats (AB), strike-outs (SO), home runs (HR), on-base percent (OBP), and slugging percent (SLG).  I started with a five variable equation and removed the least powerful predictor one at a time and compared results.

Y- Wins

X1- Strikeouts
X2- On Base Percent
X3- Slugging Percent
X4- Home Runs
X5- At Bats

Five Variable Equation:
Y= -.02957 X1 + 375.1135 X2 – 72.8802 X3 + .061437 X4 –.00776 X5 + 50.78
	Regression Statistics

	Multiple R
	0.408658

	R Square
	0.167002

	Adjusted R Square
	0.138078

	Standard Error
	11.57682

	Observations
	150


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	50.77732
	76.15817
	0.666735
	0.506008

	SO
	-0.02957
	0.009938
	-2.97558
	0.003431

	OBP
	375.1135
	124.7621
	3.00663
	0.003118

	SLG
	-72.8802
	126.4616
	-0.5763
	0.56531

	HR
	0.061437
	0.071749
	0.856283
	0.393264

	AB
	-0.00776
	0.01583
	-0.49018
	0.624754


This gives us our base equation to use for further investigations.  As logically makes sense, the more strike-outs a team has, the less likely they are to win games.  The same result goes for at-bats. This implies teams will be involved in more close games (extra innings) and need to scratch out more runs if they are a less skilled team.  The worst predictor here is at bats with a P-value of .6247.  
Four Variable Equation:
Y= -.0292 X1 + 370.67 X2 – 95.28 X3 + .06888 X4  + 17.04
	Regression Statistics

	Multiple R
	0.406954311

	R Square
	0.165611811

	Adjusted R Square
	0.142594206

	Standard Error
	11.54645471

	Observations
	150


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	17.03971
	32.51627
	0.524036
	0.601053

	SO
	-0.029298
	0.009896
	-2.96051
	0.003589

	OBP
	370.6709
	124.1061
	2.986727
	0.003312

	SLG
	-95.28394
	117.6041
	-0.81021
	0.419147

	HR
	0.068889
	0.069935
	0.985049
	0.326241


For this analysis, we have eliminated at bats from our calculations.  We see to R-Square has decreased from .167 to .165, however the adjusted R-Square has increased from .138 to .142.  This proves that at-bats were not a useful variable to include in the equation.  Looking at the four variable results, this highest P value is slugging percent.  For our next analysis, we will exclude slugging percent from the equation.

 Three Variable Equation:
Y= -.0268X1 + 300.12 X2 +.0203 X4 +5.93
	Regression Statistics

	Multiple R
	0.402286

	R Square
	0.161834

	Adjusted R Square
	0.144612

	Standard Error
	11.53286

	Observations
	150


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	5.932479
	29.45035
	0.20144
	0.840635

	SO
	-0.02681
	0.009398
	-2.85309
	0.004959

	OBP
	300.124
	88.3305
	3.397739
	0.000876

	HR
	0.020368
	0.036075
	0.564616
	0.573201


Again, we see the R-Square decrease from .165 to .161 but we see the adjusted R-Square increase from .142 to .145.  This proves that slugging percent should not be included in our final regression equation.  For our next analysis we will exclude home-runs as the have the highest P-Value at .573.

Two Variable Equation:
Y= -.02533X1 + 326.47 X2 -.796
	Regression Statistics

	Multiple R
	0.400005

	R Square
	0.160004

	Adjusted R Square
	0.148576

	Standard Error
	11.50611

	Observations
	150


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-0.79685
	26.86845
	-0.02966
	0.97638

	SO
	-0.02533
	0.009
	-2.81387
	0.005565

	OBP
	326.4722
	74.82327
	4.363244
	2.4E-05


Like in past analysis, the R-Squared has decreased from .161 to .160, but the adjusted R-Square increases again from .145 to .149.  Again, we conclude that home runs are not a powerful enough estimator of team wins to include in our final regression equation.  Our final and most powerful estimator is on-base percent, meaning we will exclude strike outs from our next equation.

One Variable Equation:
Y=  335.03 X2  - 30.02
	Regression Statistics

	Multiple R
	0.338762

	R Square
	0.114759

	Adjusted R Square
	0.108778

	Standard Error
	11.77195

	Observations
	150


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-30.0261
	25.35178
	-1.18438
	0.238161

	OBP
	335.0359
	76.48867
	4.380204
	2.23E-05


Here we see the R-Square decrease from .160 to .114, a very significant decrease. Also, the adjusted R-Square decreases from .149 to .109, again a very significant decrease.  This illustrates that even though on-base percent is our most powerful predictor, we should also use strikeouts in our final analysis of teams wins.
Conclusion:

We regressed a variety of statistics over a teams wins to find out 

A) The best single predictor of a teams wins—this turned out to be a teams on-base percent.  The more a team gets on base, the more good things will happen to them, leading them to more runs and more wins.

B) The best regression equation that agrees with the principles of parsimony (the simplest, most powerful predictor of a teams wins—the final result here was a two variable equation. Y= -.02533X1 + 326.47 X2 -.796
We have proven that more data isn’t necessarily better data. By eliminating three variables, we have found the two best offensive baseball predictors and created the simplest, most powerful regression equation.
We also see that even though the fans love to see home runs, the best predictors were On-Base % (X1) and the ability to not strike out (X2).  
