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Introduction:
Regression analysis will be used to determine what golfing related statistics are the best predictors of a player’s scoring average for players from the PGA tour.  All data are from from the 2008 PGA tour season.  The most powerful regression model will be constructed by selecting the variables that provide the highest adjusted R-squared.   The regression will be conducted at a 95% confidence level.

The independent variables are driving distance, driving accuracy, greens in regulation (GIR), putts per round and sand save percentage.

The initial model will incorporate six explanatory variables (five independent variables and one constant term).  Subsequent models will be improved upon by examining the adjusted R2, the t statistic for the explanatory variables, and exploring the multi-collinearity of the variables, and thereby removing explanatory variables depending on the results.  The goal is to obtain the most predictive model using as few explanatory variables as needed.
Variables:
Y = Scoring average

X1 = Driving distance

X2 = Driving accuracy

X3 = Putts per round

X4 = Sand save percentage

X5 = Greens in regulation (GIR)

Five Variable Equation:
Y = -0.013 X1 -2.887 X2 +1.283 X3 +1.299 X4 – 24.982 X5 + 54.777
	Regression Statistics

	Multiple R
	0.958239265

	R Square
	0.91822249

	Adjusted R Square
	0.902496045

	Standard Error
	0.207875774

	Observations
	32


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	54.77657085
	4.464918501
	12.26821292
	2.56402E-12

	Driving Distance 
	-0.013069596
	0.006785323
	-1.926156807
	0.065084471

	Driving Accuracy
	-2.886964878
	1.031849091
	-2.797855716
	0.009557465

	Putting
	1.282610338
	0.137528187
	9.326163365
	8.8779E-10

	Sand Saves
	1.29939179
	0.963122413
	1.349145002
	0.188923341

	GIR
	-24.98203364
	2.00267071
	-12.47435912
	1.76653E-12


As expected, GIR and putting seem to play a very important role in determining overall score.  The model suggests that, holding all other variables constants, an increase in 10% in the GIR stat will lead to a decreased expected score of 2.4 shots, a major improvement in a competitive field like the PGA tour.  It is also interesting to note that an increase in 1 putt per round actually leads to an expected score increase of 1.28.  This seems a bit counterintuitive, since putting is the final act in any given hole, and intuitively an increase in one stroke per round on the green should lead to a one stroke per round increase in final score.  
With an R-square of 0.918, and an adjusted R-square of 0.902, this model seems to be an excellent predictor of final score.  Nevertheless, it is desirable to have a simpler model that can predict with close to the same power, so we will attempt to improve upon it. 

Sand saves, according to the estimates in this model, appear to not be a strong predictor of average score.  Indeed, with a t-stat of 1.35, it is not significant at the 95% level.  Thus, we can not be 95% certain that the true stat is different from zero.  This variable will be dropped from the future models.  

Four Variable Equation:
Y = -0.015 X1 -2.855 X2 +1.143 X3 – 24.411 X5 + 59.725
	Regression Statistics

	Multiple R
	0.955247

	R Square
	0.912497

	Adjusted R Square
	0.899534

	Standard Error
	0.21101

	Observations
	32


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	59.72523811
	2.584209561
	23.1116079
	2.52973E-19

	Driving Distance 
	-0.015099103
	0.006716217
	-2.2481558
	0.032933964

	Driving Accuracy
	-2.855440772
	1.047135754
	-2.726906
	0.011094229

	Putting
	1.142802927
	0.091781621
	12.4513265
	1.06128E-12

	GIR
	-24.41114068
	1.986964526
	-12.2856449
	1.44592E-12


Once again, GIR and putting prove to be powerful predictors of final score.  But how does this complete model fair against the last one?  The R-square of course had dropped,  but by only a small amount.  The adjusted R-square, which takes into account that simpler models with fewer explanatory variables should be preferred, also has dropped.  This suggests that the previous model had more explanatory power.  However, this current model is still to be preferred if one wants to ensure that all explanatory variables are significant at a 95% level.  Thus, this model is preferred to the five variable model.
All of the remaining coefficients have t-stats which are significant at the 95% level, and the adjusted R-square is very high, suggesting this is a very predictive model.   We could stop here and be happy with it, but it would be instructive to examine the issue of multi-collinearity.
Since a GIR first involves (on par 4s and 5s) driving the ball off the tee, it would seem reasonable that there would be a high degree of correlation between both driving distance and accuracy with GIR.  If this turns out to the be the case, this current model might be suffering from a high degree of multi-collinearity.  We will examine the correlation between GIR and both driving distance and driving accuracy.  The results are:

	Correlation between Driving Distance and GIR
	0.176014

	Correlation between Driving Accuracy and GIR
	0.535379


So, there is a high degree of correlation between driving accuracy and GIR, but not as significant for driving distance and GIR.

In order to have a model with as little multi-collinearity as possible, we will now try a model which ignores driving accuracy.

Three Variable Equation:
Y = -0.004 X1 +1.069 X3 – 27.164 X5 + 58.730
	Regression Statistics

	Multiple R
	0.942548969

	R Square
	0.888398559

	Adjusted R Square
	0.876441261

	Standard Error
	0.234007349

	Observations
	32


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	58.72962793
	2.837114343
	20.70048
	1.64E-18

	Driving Distance 
	-0.004022051
	0.005931452
	-0.67809
	0.503281

	Putting
	1.068811864
	0.097235224
	10.99202
	1.15E-11

	GIR
	-27.1643506
	1.897844575
	-14.3133
	2.09E-14


The R-square for this model has only been reduced slightly, implying the model is still powerful predictor.  The adjusted R-square has also been reduced, but this will be accepted as a consequence of reducing the multi-collinearity of the model.  

An interesting thing occurs with this new model.  The t-stat for driving distance has now been reduced, implying that it is no longer significant at a 95% level.  Thus a new model will be constructed where we ignore driving distance.  

Two Variable Equation:
Y = 1.070 X3 – 27.364 X5 + 57.662
	Regression Statistics

	Multiple R
	0.941576

	R Square
	0.886566

	Adjusted R Square
	0.878743

	Standard Error
	0.231818

	Observations
	32


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	57.66152762
	2.337597232
	24.66701
	5.20756E-21

	Putting
	1.070174337
	0.096304777
	11.11237
	5.72213E-12

	GIR
	-27.36429569
	1.85725478
	-14.7337
	5.32676E-15


The adjusted R-square of this model has increased from the three variable model.  Additionally, all of the t-stats are very high, indicating that all of the variables are significant at our desired level of 95%.  

An interesting point to note is that the putting coefficient has gotten closer to unity, which is what is to be expected intuitively.

It should be noted, however, that there is a high degree of multi-collinearity in this model, as the correlation between the two explanatory variables is 0.58.  Thus, both one variable equations will be examined to see how they fair.  

One Variable Equation (Putting):
Y = 0.242 X3 + 63.99

	Regression Statistics

	Multiple R
	0.193498303

	R Square
	0.037441593

	Adjusted R Square
	0.005356313

	Standard Error
	0.663936476

	Observations
	32


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	63.98558527
	6.581157993
	9.722542
	8.77456E-11

	Putting
	0.241928602
	0.22395614
	1.08025
	0.288639163


We can quickly reject this model as the adjusted R-square is much smaller than the two variable model.

One Variable Equation (GIR):
Y = -15.32 X5 + 63.99

	Regression Statistics

	Multiple R
	0.63525789

	R Square
	0.40355259

	Adjusted R Square
	0.38367101

	Standard Error
	0.52263569

	Observations
	32


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	81.17544156
	2.239642152
	36.24482665
	2.49287E-26

	GIR
	-15.31735494
	3.399845343
	-4.50530933
	9.37878E-05


This model can also be rejected, as the adjusted R-square has reduced sharply from the two variable model.

The Regression Model:

Based on this analysis, the model that is to be preferred is 

Y = 1.070 X3 – 27.364 X5 + 57.662
This model, though not the model with the highest adjusted R-square, does have a few benefits from models with higher adjusted R-square.  The main point is that all of the coefficients are significant at a 95% level.  Also, multi-collinearity between variables has been reduced by taking out variables with high correlation.

There is still a high degree of multi-collinearity between the remaining two variables, though we can not lose either of them from our final model without losing a massive amount of explanatory power.  

Conclusion:
The best model that predicts the scoring average for a PGA tour player is:

Y = 1.070 X3 – 27.364 X5 + 57.662
Y = Scoring average

X3 = Putts per round

X5 = Greens in regulation (GIR)

This model predicts that an increase in GIR percentage will lead to an improvement in scoring, as is expected.  Indeed, an increase in 10% in GIR, will lead to an expected improved score of 2.7 shots.  This is roughly the difference between an average tour pro and Tiger Woods.  

The regression results also indicate that improved putting leads to improved scoring as well, as is expected.  
