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Analysis of the pH of rainwater in Taipei
Introduction
Earth science was my major when I was in university, so I’m interested in the relationship between the pH of rainwater in Taipei Cite and time. I believe that the pH of rainwater has become lower because of the industrial progression. And I hope to predict the future pH by a model.
To build up the time series model, I analyse the past pH data which was found in the internet. The data is as follow:
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Reference: http://www.cwb.gov.tw/
I will use the data from year 1972 to year 2000 to form the time series model, and leave the data from year 2001 to year 2008 to make a out-of-sample check.
Diagram of the pH of rainwater
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In the graph, we can see that the pH of rainwater in Taipei raised to near 7 before 1982 and rapidly fell to 4.7 at 1986. After 1991, the pH almost remains between 5.1 and 5.7. This consequence against my anticipation that the pH of rainwater would fall with time. I assume that after the rapid fall in 1986, the government took some actions like controlling the emission of carbon dioxide to raise the pH of rainwater as a regard for environmental protection.

And from the graph above, we couldn’t see any seasonality. Because it’s an annual data, we don’t expect to see any seasonality.

The average of the pH from 1972 to 2000 is 5.569. We will use the average and other parameters to form ARMA models and pick up one model which performs the best to predict the future pH of the rainwater in Taipei.
Sample auto-correlation function
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We can get some information from the graph above:

(i)The sample-correlations dampen to zero ultimately. 

(ii)The standard deviation 1/√(29) = .1857
We observe from the graph that almost every lags of sample auto-correlations fall in the interval between (-0.1857, 0.1857).

From Bartlett’s test, we believe the series is stationary if the sample autocorrelation coefficients distribute within the standard deviation. Because of the observations above, we have confidence to believe the series is stationary.

Because the time series appears to be stationary, we have no need to take first difference in the analysis, which means we suppose d=0 in the ARIMA model. 

Constructing ARMA models
Table

	Lag
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	Sample

Autocorrelation
	.49
	.264
	.211
	.107
	-.093
	-.169
	-.173
	-.16
	-.127
	-.041


MA(1)
The auto-correlation function for an MA(1) process is:
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μ = 5.569
( Yt  = μ + εt  - Ө1 εt-1   =5.569 + εt + 0.817εt-1         
MA(2)
The auto-correlation function for an MA(2) process is:
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μ = 5.569
( Yt = μ + εt  - Ө1 εt-1  - Ө2εt-2
=5.569 + εt  + 0.495εt-1 +0.363εt-2
AR(1)
Let yt : the data from 1972 to 1999 ; x1t=the data from 1973 to 2000 ;
Using the linear regression, we get the result:
	AR(1)
	Coefficient
	  S.D.
	  t 
	 P-Value

	Constant
	1.161423
	0.566123
	2.051539
	 0.047981

	X1
	0.789979
	0.102938
	7.674277
	6.38E-09


	AR(1)

	R 
	0.796237

	R Square
	0.633993

	Adjusted R Square
	0.623229

	S.D.             
	0.386576


AR(1) model:  Yt = 1.1614 + 0.79 Yt-1 + εt
AR(2)
Let yt : the data from 1972 to 1998 ; x1t : the data from 1973 to 1999 ;
 x2t : the data from 1974 to 2000

Using the linear regression, we get the result:

	AR(2)  
	Coefficient
	  S.D.
	 t
	 P-Value

	Constant 
	1.339653
	0.611079
	2.192275
	0.035748

	X1
	0.882108
	0.17467
	5.050147
	1.72E-05

	X2
	-0.12383
	0.173319
	-0.71444
	0.480135


	AR(2)

	R 
	0.796238

	R Square
	0.633996

	Adjusted R Square
	0.61112

	S.D.             
	0.393513


AR(2) model:  Yt = 1.3397 + 0.8821 Yt-1 – 0.1238 + εt
AR(3)
Let yt : the data from 1972 to 1997 ; x1t : the data from 1973 to 1998 ;

x2t : the data from 1974 to 1999 ; x3t : the data from 1975 to 2000

Using the linear regression, we get the result:

	AR(3)
	Coefficient
	  S.D.
	  t 
	   P-Value

	Constant
	1.624581
	0.658662
	2.466488
	0.019579

	X1
	0.850207
	0.177555
	4.7884
	4.23E-05

	X2
	0.106595
	0.241991
	0.44049
	0.66274

	X3
	-0.25223
	0.18455
	-1.36673
	0.181867


	AR(3)

	R 
	0.807199

	R Square
	0.65157

	Adjusted R Square
	0.616727

	S.D.             
	0.39419


AR(3) model:  Yt = 1.6246 + 0.8502 Yt-1 + 0.1066Yt-2 – 0.2522 Yt-3 + εt
Out-of-sample check
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Conclusion
We can get some observation from the analysis above:

(i) The MSE of model AR(1) is the smallest among all the models.

(ii) Model AR(2) and model AR(3) have negative coefficient.
(iii) Model AR(2) and model AR(3) have high p-value.

(iv) The adjusted R square of model AR(2) and model AR(3) are both smaller than that of model AR(1) 
  Because of the analysis above, we can conclude that model AR(1) is

the best model to be used to forecast the future pH of rainwater in Taipei.

2009 Prediction
Now we can use the AR(1) model to predict the pH of rainwater in 2009 in Taipei.
AR(1) model:  Yt = 1.1614 + 0.79 Yt-1 + εt
                           =1.1614 + 0.79 * 5 + εt
= 5.1114 + εt 

( The prediction of the pH of rainwater in 2009 is 5.11.
� EMBED Excel.Sheet.8  ���
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