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ABSTRACT:  Even given all of the advances in recent decades, gender inequality in the workplace is still a major concern for policymakers.  Yet a commonly cited consequence of an increasing female labor force is the declining fertility rate.  This study examines whether areas that policymakers might target for the sake of gender equality would be expected to have an impact on fertility.  It found strong evidence that fertility was negatively affected by increasing female college attendance and increasing female relative earnings.  Increasing female high school attendance did not seem to have much of an effect.

INTRODUCTION    
The declining fertility level in most developed countries, including the United States, has been a major source of concern.  Fertility rates below replacement levels have caused the population to decrease, while at the same time increased life expectancy and the coming retirement of the “Baby Boom Generation” will create a higher proportion than ever of elderly non-working people.  This in turn is the cause of the dire state of the country’s Social Security system.  Thus, the United States government has an incentive to keep the fertility level up.  
However, another issue that has deservedly received a lot of attention is the gender inequality that is present in the workforce.  Without equal participation of women, this economy cannot reach its full potential.  A lot of progress has been made on this front.  The female/male earnings ratio has been on a steady rise, although it is still far from equal.  Colleges admit approximately equal proportions of women as men whereas a few decades ago only about four women completed college for every six men, thus increasing their career prospects.  Still, according to the Current Population Survey, the female labor force has been steady at around 60% compared to the male’s 75% and the female/male earnings ratio was still only 77.8% as of 2007.  More progress is called for before women can claim to be treated equally in the workforce compared to men.
The trouble is that when the government takes action to better the prospects of women in the workforce, there is the potential for the fertility rate to decline.  In this way, declining fertility may be seen as a negative externality of some actions taken to decrease gender inequality in the workforce.  Numerous studies have demonstrated that there is a negative correlation between fertility and the female labor force (see Devaney, 1983 and Engelhardt, et al., 2004).  Compared to gender equality in the workforce, fertility tends to receive less attention.  Nevertheless, the negative effect on fertility should be taken into consideration when pursuing policy decisions with the aim of improving the gender inequality in the workforce.
This study seeks to answer the question: which policy actions have a discernable effect on the fertility level in the U.S.?  Specifically, it focuses on policy that aims to increase the earnings of women in comparison to men, increase the number of women who complete college, and increase the number of women who complete high school.  Each of these issues is corollary to the presence of gender inequality in the workplace, yet they have the potential to directly or indirectly influence women’s decision to have children.  Although the scope of this study is not such that it can reliably predict how great of an effect such policies might have, it does seek to answer whether or not there seems to be an effect.  Moreover, it seeks to answer specifically whether these variables have an effect today, given that the fertility level has stopped decreasing since the mid 1970s.
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The dependent variable of interest in these regressions is the log of U.S. fertility.  Data was obtained from the World Development Indicator’s Database, collected annually from 1960 to 2007.  Fertility is the correct measure to use rather than birth rate because fertility measures more specifically the average number of children that will be born to a woman if she lives to the end of her childbearing years.  As can be seen in Figure 1, fertility declined rapidly from the beginning of the time series in 1960 through the mid 1970s, reaching a minimum value of 1.74 births per woman in 1976.  Following this it stabilized and then even increased slightly.  Explaining this major change in fertility is difficult, and it might suggest that the effects of variables that explain fluctuations in fertility have changed over time.  This is evidenced in Engelhardt, et. al. (2004), whose study determined that fertility and women’s employment had a significantly negative correlation until the mid-1970s and a weaker and sometimes insignificant correlation thereafter (p. 109).  
Moreover, this sudden leveling off likely has a lot of contributors, including such intangible variables as the changing perceptions of women toward becoming working mothers or a reduction in the generally desired number of children, regardless of who in the family works, among others.  Such variables are impossible to capture in a regression equation due to the inability to measure such attitudes, which presents the danger of omitted variables bias.  Moreover, these attitudes may logically be correlated with variables related to work, which may bias the results.  However, because this study is primarily concerned with the consequences of policy decisions, it generally is not interested in ceteris paribus conditions.  Thus, provided that any omitted variables that are correlated with the explanatory variables would still be correlated if the changes were forced by policy action, then the omitted variables bias should merely be interpreted as an indirect effect of the explanatory variable on the dependant variable. 

Nevertheless, the leveling-off that we observe in the fertility level should be expected. The fertility level could not have continued to decrease at its initial rate unabated.  Rather, it is very natural to conceive of it being pulled back up by an approximate asymptote at about 2 children per woman.  Such a pattern is achieved because the demand for children becomes more inelastic as the number of children being born decreases.  For example, women are expected to be more willing to forgo having a second child than to forgo having any children at all, or alternatively once all of the career-oriented women have made their decision not to have children (or to have less children), the women remaining who are having the majority of children are going to be comparatively more family-oriented, and thus more difficult to entice with career-related incentives to have less children.  Since the data quickly levels off at about 2 children per woman, it seems reasonable to conceive of two different elasticities of demand corresponding to high and low fertility levels.  The empirical study accounts for the possibility that the fertility is less susceptible to change at this lower level.  
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The remainder of the data was all obtained from the Current Population Survey (CPS) of the U.S. Census Bureau.  All of the variables have a very distinctive upward trend, which is evidence of decreasing gender inequality in the workplace.  Figure 2 demonstrates that while the gender wage gap has not diminished by any significant amount, the female/male earnings ratio has fallen due to increasing real wages for both men and women.  Women’s wages have risen steadily for the past half century, but this study seeks answer whether increasing women’s wages relative to men’s wages has an effect on fertility.
Finally, figure 3 displays the trend in women age 25 and over who have at least a high school degree and at least a college degree.  There has clearly been a lot of progress on both fronts, and college in particular.  Both variables are upward trending, despite the leveling off of the fertility level in the mid 1970s.  Thus, it is not clear from the data alone whether deviations, or shocks, from their trends are correlated with shocks in the fertility level.  That is one of the questions that this study seeks to answer.

THE MODEL
One goal of this study is to avoid spurious regressions.  The literature regularly finds a relationship between fertility and the above variables, correcting for potentially spurious regressions.  For example, McNown and Rajbhandary (2003) found that the fertility rate, female wages, women’s labor force participation, women’s educational attainment, and male relative cohort size were all cointegrated (p. 517).  This suggests, first, that each of these variables are correctly specified as I(1), and second, that there is a stable, long-term relationship between them and that their estimated coefficients represent a true causal relationship beyond the natural correlation that arises from two variables that are both trending.
As this study focuses on the externalities of policy decisions, other potentially correlated variables will not be held constant.  Moreover, because the data set used in this study is small, I will consider the possibility of a rational distributed lag (RDL) model in addition to a finite distributed lag (FDL) model.  The RDL model is a form of infinite distributed lag which will examine the effects of the variable in question for up to three lags, after which it will assume that the overall effect on the dependant variable will decrease geometrically over time due to the regression of one lag of the dependant variable (AR(1) specification).  This is generally a realistic expectation provided that the effect of the exogenous variable peaks before the geometric decline is imposed on it.  As long as the effects of the variables are captured well, the RDL should be the better model as it retains the most degrees of freedom.
Thus, the models considered are as follows:

(RDL) ΔlnYt = Δxt-1 + Δxt-2 + Δxt-3 + Δ(x*hf)t-1 + Δ(x*hf)t-2 + Δ(x*hf)t-3 + Δzt-1 + ΔlnYt-1
(FDL) ΔlnYt = Δxt-1 + Δxt-2 + … + Δxt-q + Δ(x*hf)t-1 + Δ(x*hf)t-2 + … + Δ(x*hf)t-q + Δzt-1
where Y is the U.S. fertility rate, x is the explanatory variable which is the potential target of policy decisions, z is a control variable, hf is a dummy variable for high fertility (>2.1 children per woman) and q is the maximum number of lags that appear to have an effect in the FDL model.  As degrees of freedom are an issue in this study, the number of lags actually applied may be less than the optimal q, but as it is only the long-run effect that we are concerned with, it is expected that the earlier lags will capture the effect of any omitted lags as a form of omitted variables bias.  Notice also that all explanatory variables are only considered starting from a lag of one.  This is due to the biological constraint of pregnancy, that if a change in an explanatory variable were to have an immediate effect on a couple’s decision to have a child, the impact of this decision would only be apparent in the fertility level approximately one year later.
The three explanatory variables examined in this way are the real average female wage rate, the percentage of females to obtain at least a high school education and the percentage to obtain at least four years of a college education, all measured in logarithms based on the assumption that a percent change in each variable would correspond best to a percent change in the dependant variable.  Regarding the average female wage rate, the average male wage rate is held constant, thus implying that the gender wage gap would be reduced.  No other variables will be held constant, thus allowing the increase in the female wage rate to capture any indirect effects on the fertility rate in addition to direct effects.  Furthermore, there is a chance that some simultaneity might exist between the fertility rate and wage rate, as a random shock to fertility might cause some women to quit their jobs, thus changing the national female average wage if those women tended to earn higher or lower wages than the average.  Thus, this will be tested for and a Two-Stage Least Squares model applied if necessary.
Regarding the education variables—the percentage of females to complete at least high school and at least college—no additional control variables are to be held constant.  Thus, not only might continued education encourage women to delay or rethink having children, but the effects on fertility of any resultant increase in wages, hours worked, etc., are meant to be captured in this regression.  Simultaneity is not expected to be an issue in these models; while it is possible that a random shock in accidental pregnancies among young people would cause them to drop out of school, the number of such pregnancies is small enough to have a negligible effect on random shocks in the overall fertility, and thus should exert minimal bias on the estimated coefficients.  
Finally, in each of these regressions there is no good theory to suggest why serial correlation and heteroskedasticity would not pose a problem, thus Newey-West standard errors will be used to correct for this potential issue.  The inclusion of a lagged dependant variable as an explanatory variable in the RDL model should also help to reduce potential serial correlation.
EMPIRICAL RESULTS

Upon testing with the Phillips-Perron test with robust standard errors adjusting for serial correlation up to lag 7, all of the explanatory variables were demonstrated to be nonstationary, but they became stationary at a very statistically significant level with first-differencing, as expected.  However, the dependent variable, the log of U.S. fertility, tested to be stationary at the 5% significance level before first-differencing.  This is due to the pattern of the decreasing trend and then leveling off with a slight increasing trend, as mentioned in the section on data above.  Despite this result, there is a very clear downward trend until approximately 1976 which should be eliminated with first-differencing.  Following this period, based on the theory that the data reaches an approximate asymptote, it is still relevant to believe that fluctuations from its trend would be caused by fluctuations from trends in the explanatory variables, which would also be captured by first-differences if the explanatory variables are measured in first-differences.  The first-difference of the dependant variable tested to be statistically significant at the 5% level by the Phillips Perron test as well.  Thus, I determined that it was appropriate to treat all variables as I(1).  
To account for the apparent asymptote in the dependant variable, I interacted the explanatory variables with a dummy variable equal to 1 if the fertility level was above 2.1.  This value was chosen because the year in which the fertility drops below this value, 1972, appears to be close to where fertility began to deviate from its downward trend.  Moreover, once the data falls below this level it never exceeds it again, which is desired because the data never appears to deviate significantly from its new path.  Thus, I allowed the explanatory variables to have a different effect depending on whether or not they were close to the apparent asymptote, or equivalently whether or not they occurred after 1972.
Earnings
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The first model that I considered was the effect of changes in the average female earnings on the fertility rate, holding average male wages constant, all in logarithms and first-differences.  I modeled it as both a finite distributed lag and rational distributed lag, with and without interaction terms to allow for shocks in the wage rate to have a different effect on fertility before and after fertility dropped below 2.1 children per woman.  The results can be seen in figure 1.  I determined that as many as three lags were appropriate for the RDL model based on explanatory power.  I included six lags in the FDL model based on joint significance with a Wald test.  The Breusch-Godfrey test indicated that the FDL model suffers from serial correlation, but the Newey-West standard errors should correct for that.  Simultaneity was a potential issue in this regression, but the Hausman test with instrumental variables of four additional lags of the exogenous variable suggested with high statistical significance that neither model suffered from simultaneity.  Finally, both models fail to reject the null hypothesis of the RESET test at the 10% significance level, indicating that a linear functional form is probably adequate.
Regarding the use of interaction terms for high fertility levels, the results indicate that the effect of shocks in the average female income on fertility did change after the level of fertility fell.  In the RDL model we see that the second and third lags are statistically significant at the 5% level.  In the FDL model we see no individual significance, but this is not surprising as the degrees of freedom are so low that only one estimated coefficient is significant at the 10% level.  However, the interaction terms do prove to be jointly significant at the 5% level.  Of course, the hypothesized reasoning for the change presented here may not be correct; perhaps, for example, it is not the level of fertility that matters but simply a change that happened to occur in the 1970s.  Regardless of the true reason, the functional form seems to at least be an improvement over not including the interaction terms.
As for whether the RDL or the FDL model better fits the data, the FDL model allows for more fluctuation in the effects of changes in the explanatory variable over time, but the RDL model preserves more degrees of freedom while still allowing a good deal of flexibility.  Moreover, the FDL model suggests that the negative effect that changes in the exogenous variable has on the dependant variable gradually decline after the third lag, suggesting that the RDL model should be a good fit.  Since a functional form which implies that the effect of the exogenous variable would decline gradually after three years seems theoretically reasonable, and because only the long-term effect is of interest to this study, the RDL model is perhaps the optimal model under the circumstances.  
Regardless of which of these four models are evaluated, however, the conclusion is approximately the same.  The long-term effect of increasing the average female wage while holding the average male wage constant is statistically significant at at least the 10% level.  This is not very conclusive, but it does offer some supporting evidence that a policy with such an effect would likely inadvertently result in decreasing the U.S. fertility rate, despite the recent leveling-off of the fertility rate.
Percent Females Completed College
Another possible area that policies could target is increasing the percentage of women (or percentage of people in general) who complete at least four years of college.  Again I tried modeling this as a FDL model and a RDL model, and with and without interaction terms for a high fertility level.  The results are displayed in figure 2.  This time, the Breusch-Godfrey test indicated that there is no serial correlation in either model at the 5% significance level, but Newey-West standard errors are used anyway.  There appears to be statistical significance in the interaction terms in the FDL model but not in the RDL model, but the results are essentially the  same in all cases whether or not they are included.  Both models failed to pass the RESET test until a squared term of the explanatory variable was added to the regression, and that term when added proved to be very statistically significant.  This suggests that a comparatively larger shock of the [image: image4.png]FIGURE 1—Fertity Rate
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percentage of women who have completed college in any given year has a comparatively smaller effect.  Although this aspect was not anticipated by theory, it is feasible and seems to be strongly supported by the data.
The RDL model showed the most explanatory power with only one lag of the explanatory variable; a Wald test on the second and third lags indicated that it was reasonable to omit them.  Thus it is a Koyck model, except with a nonlinear specification for the first lag.  In the FDL model, greater than 5 lags tested to be jointly statistically insignificant.  This model suggests that an increase in the percentage of females who have completed college in any given year causes an immediate negative shock on the decision by women to have children on average (thus a 1-year lagged fertility shock), after which the effects of the initial change become negligible.  If this representation is correct, then the RDL model is perhaps not optimal as it imposes a gradual decline on the effects of the exogenous variable.  
However, we see that the long-run effects of an increase in the percentage of women who have completed college statistically significantly reduce the fertility rate at the 1% significance level, regardless of which model is being analyzed.  Such a strong correlation with relatively scarce data provides strong evidence that any policy that results in increasing the percentage of women who attend and complete college would produce a negative externality of reducing the fertility rate.  Furthermore, there seems to be good evidence that the effect would occur relatively immediately.
Percent Females Completed High School

The final potential policy target that this study considers is the direct and indirect effects of shocks in the percentage of females who have completed high school on the fertility level.  The potential final models are displayed in table 3.  Unlike the effect of college, the effect of high school appears to be linear, as the linear models passed the RESET test and a squared term was not significant even if it was added to the regression.  Again the Breusch-Godfrey test indicated decisively (at the 1% level) that the FDL model suffered from serial correlation, but Newey-West standard errors with lag 7 were used to correct for this.  Higher lags appeared to make little difference on the standard errors.  Once again, the interaction terms allowing for a change in the effect of the explanatory variables for low versus high fertility levels appear to be statistically significant, suggesting that they should be included in the model.
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The FDL model implements six lags of the exogenous variable and no squared term.  The six lags were arrived at by conducting a Wald test on lags seven through nine of a nine-lag model and determining joint insignificance.  Unlike the above model for college attendance, this model passed the RESET test and a squared term was not significant even when added, suggesting that a linear model was appropriate.  The results of the model suggest that a positive shock in high school attendance produces an initial decline in fertility, but that most if not all of that decline is made up later.  Thus, women seem to be delaying having children in this case, with the overall long-term fertility approximately unchanged.  The point estimate for the long-term effect of a positive shock in high school attendance by women is still negative, but statistically insignificant when interaction terms were included.  Unfortunately, more data is necessary to determine whether this insignificance can be interpreted as approximately zero correlation.
The best fitting RDL model for this regression included two lagged terms of the exogenous variable; a third term was statistically insignificant.  It suggests that the second year after a positive shock in the percentage of women who completed high school, fertility declined compared to its trend, and that thereafter fertility continued to decline at a progressively slower rate.  The long-term effect of a shock appears to be statistically significantly negative at the 5% level.  This might be partly explained by the higher degrees of freedom compared to the FDL model.  However, it is more likely that the RDL model is not appropriate for the data, as it does not allow for the subsequent resurgence in the fertility rate that the FDL model found.  Thus, we are not able to come to any strong conclusion regarding this variable’s effect on fertility, but it at least seems that the effect is probably less than in the above two considered cases, if there is any at all. 

CONCLUSION

It is certain that more action is necessary to further reduce the gender inequality observed in the work place.  Women should have the same opportunities as men and make their own choices accordingly.  It is also possible that the further reduction of the fertility level in this country is an inevitable consequence of those actions.  Nevertheless, as significant as the fertility level is, it is important for policymakers to be informed before they make decisions.  Given the relative consistency in the fertility level the last couple decades, it was not even certain if all of the same things affected fertility anymore.
This study sought to determine through regression analysis whether changes in three variables—average female earnings in relation to male earnings, the percentage of women who completed college, and the percentage who completed high school—actually have an impact on the fertility level.  Of these three issues, a positive shock in the number of women to complete college had the most unambiguously negative effect on the fertility rate.  There was also good evidence that increasing women’s wages compared to men’s should have an impact.  The analysis indicated that more women completing four years of high school perhaps does not have a significant effect on the fertility level, but it is possible that the statistical insignificance was due to insufficient data.
More studies, perhaps with monthly data if available, are necessary to determine the extent that given policy actions are likely to affect the fertility rate.  Research into the reasons that fertility leveled off in the mid 1970s might also help to improve the current models.  However, what seems certain is that even though the fertility rate has been steady lately, policy actions still have the ability to affect it.  This should be a concern now especially that the fertility rate is comparatively low.
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