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Unemployment rates are subject to much discussion.  Due to its importance as an economic indicator, it has always been the subject of much analysis by economists.  Unemployment rates can vary by region, race, sex, age, etc.  Furthermore, seasonality and macroeconomics play a large role in affecting change in unemployment rates.  The relation between unemployment and inflation is subject to much debate.  Economists have many theories on what affects unemployment, one of which is the Phillips curve.  According to the theory, there is an inverse relation between the rate of unemployment and the rate of inflation in an economy.  Thus, the lower the unemployment rates in an economy, the higher the rate of inflation.
Does unemployment have an inverse relationship with inflation?    If a time series model could be developed for the successful forecasting of the inflation rate as it relates to unemployment, appropriate fiscal and monetary policy actions could be employed by the government.  In this project, an Autoregressive Integrated Moving Average time series model (ARIMA) needs to be developed in order to predict the change in unemployment rates.  In this project, we will regress the unemployment rate on a lagged inflation rate and fit an ARIMA process to the residuals. Seasonally adjusted figures for both rates must be used in order to avoid an inaccurate correlation.  Seasonal adjustment removes the effects of recurring seasonal influences.  The adjustment quantifies seasonal patterns and then removes them out of the series to allow analysis of non-seasonal price movements.
In economics, the inflation rate is calculated as the rate of increase of a price index (i.e. CPI).  The rates we used are seasonally adjusted removing quarter-to-quarter seasonal variation.  Graph-1 illustrates the Consumer Price Index obtained from the "Federal Reserve Economic Data".  This index was used to obtain the inflation rate illustrated in Graph-2.  Graph-3 illustrates the corresponding unemployment rate during the same period as the inflation rates (1998-2008)  
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Graph-2:
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Graph-3:
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Since there are no apparent patterns in the monthly data, we graphed annual averages in order to isolate the data.  This is illustrated in Graph-4.  It is still unclear if there is a pattern in the data. 
Graph-4:
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Graph-5 illustrates the concept of the Phillips curve.  We have plotted the monthly unemployment rates against the inflation rates in order to identify a pattern.  If the Phillips curve is correct, there should be an inverse relationship between the two variables.  For example, as the unemployment rate decreases, inflation would increase.  Thus, for the Phillips curve to hold, we need a negative slope in the graph.  Examining Grpah-5, this is true for certain time periods, but not all.  
Graph-5:
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Before an ARIMA model can be formed, the data must be examined and determined whether it is stationary.  Is it a random walk?  If so, it is not stationary.  If the series is not stationary, we would need to take the first differences to make the time series stationary.  Since there is no clear pattern in the data, it is most likely stationary.  This can be further verified by examining the sample autocorrelation function in Graph-6.  If the sample autocorrelations diminishes to zero as lag k increases, the series is stationary.  This series clearly decreases to zero over time, thus it is stationary. 
Graph-6:
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We must examine the sample autocorrelation function in order to determine the order of our ARIMA model.  Table-1 details the first few autocorrelations of the series:

Table-1:
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1

0.3500

2

-0.0606

3

0.0239

4

0.1934

5

0.1687

6

0.2380

7
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8
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9
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10

0.3863

11 0.3906

12

-0.0348

13 -0.2008


An autoregressive model shows geometric decay.  Thus, we will develop autoregressive models.

We will use a simple linear regression to determine our parameters.  As the sample autocorrelations declined geometrically, the AR(1) model may be the optimal model.  Supporting documentation can found in the attached Excel file.  Below is our estimated model: Please note the last 12 points of the model were excluded in order to later check for model accuracy.  
yt = 0.00328 + .047yt-1
Adjusted R2 = -0.00568
According to the model we have derived, the Phillips curve does not hold.  The slope is positive, whereas the Phillips curve has a negative slope.  

In order to test the accuracy of the model, we compare the autocorrelation function to the sample autocorrelation function.  The Durbin-Watson Test, the Box and Pierce Test are all tools for measurement of the model.  The AR(1) model produces a Durbin-Watson test statistic of 0.  We can evaluate the validity of the model by testing the last 12 data points we previously saved for testing in Table-2.  
Table-2:
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Graph-6:
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Graph-6 illustrates the relationship between the forecasted values and actual.  Although there are certainly differences from the expected in the actual experience, at times the model does come close to forecasting the inflation rate. 


It is extremely difficult to develop an accurate model for the prediction of the relationship between unemployment and inflation.  This topic has been one of much debate for economists and mathematicians alike.  This paper has only begun to scratch the surface of this vast topic, and much more analysis would be needed to solidify any results.
