Study on Inpatient Medical Cost in County B
Objective

Time Series analysis has been used in variety of financial data analyses to reveal cost trends. In healthcare systems, it helps insurance companies to study medical costs and forecast future costs. 
In this project, I decided to study medical costs in County B, state A and focus only on inpatient costs. My company has contracted with several hospitals in the county and most of them have Percentage-of-charge type of contract in inpatient reimbursement. Instead of fixed fees, percentage reimbursement makes the company exposed to the cost risk. In such case, cost study is more important.
Data

To study the cost, the time series data of total inpatient charges per member per month (PMPM) from those hospitals were used. Real company data were extracted from the company’s data marts. The time period is from May, 2005 to Dec, 2008, with 5-month runout. To comply with company policy while still keeping the statistical features of data, the charges and membership data were scaled. 
Another concern is hospital’s change master changes. Manually check-up was done and the increases were found to spread during each year. It seems unnecessary to do any adjustment based on those charge master changes.  

The table in the work sheet on tab ‘Original Data’ shows columns of incurred month, total charges and number of members in that month. The final column is the time series data I used, which is total charges divided by members.  The plot of PMPM charges is shown below:
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Model Specification
The first step is to see if there is any log, linear or exponential trend in the data set. From the plot, I decided to use order 0. No differentiation is needed as the data showed a consistent range from $200 to $250. 
After considering the order, the time series data itself was used without any further differentiating. The next step would be generating the correlogram plot to see if the data is stationary. In the worksheet on tab ‘Calculate Autocorrelation’, the lag 1-16 data were shown in column C through column R. Covariances were calculated using Excel function ‘Correl()’. Then the autocorrelation with leg 1 to 16 were calculated based on the formula below:
the jth autocorrelation = j =corr (Yt, Yt-j)=
[image: image2.wmf])

(

)

(

)

,

cov(

j

t

t

j

t

t

Y

Var

Y

Var

Y

Y

-

-


The figure below shows the correlogram plot. From the plot, we can see that autocorrelation drops as the lag increases. This indicates a stationary time series data and a typical auto-regression process. The only outlier is lag 12. The high correlation implies a strong annual pattern.
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Auto-regression Analysis

From above analysis, I decided to use autoregressive model of order p. The model is shown below, where 
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 is the data at time t, 
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 is the coefficients for lag i data,
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 is the error term at time t, and 
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 is the order of auto-regression to be determined.
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p, the order of auto-regression, needs to be determined first. As the strong indication of annual seasonality showed above, I decided to try p=12. The following table shows the dataset used:
[image: image10.png]YearMonth V() V(1) V() V@I V@4 V) YEE) YT YEE) Y)Y Y1) YE12)
May-D5 | §23032 §21974 | §24177 §20589 §23282 §237.59 $21200 | §23671 $22930 | 524888 §245.00 | 523290 §23420
Jun06 | § 20863 §23032 §21974 §24177 | § 20589 §23282 §23759 §21200 §23671 §229.30 §243.85 | 24500 §23290
Jul05 | §251.11 $22663 §230.32 | $21974 | §241.77 | §20583 §23262 §23759 §21200 §23671 §22930 § 24883 § 24600
Aug0B | § 24660 §251.11 §22863 §230.32 §21974 §241.77 $20589 | §23262 $237.59 | 521200 §23671 522930 § 24308
Sep-05 | §22880 § 24660 §251.11 §22863 §23032 §21974 §24177 §20589 §23282 §23759 §21200 §23671 §229.30
Oct05 | §23223 | §22680 §24660 §25111 §20863 §23032 | §21974 §24177 §20589 §23282 §23759 §21200 § 23671
Nov0 | §21245 §23223 §20860 §24560 §251.11 §22863 §23032 §21974 §24177 | §20589 §23282 523759 §21200
Dec05 | §23124 | §21245 §23223 §22880 § 24660 §251.11 §22863 §23032 §21974 §24177 §20589 §23282 §237.59
Jan7 | §23967 §22663 §23032 §21974 | §24177 §20589 §23282 §237.59 $21200 §23671 $22930 | § 24888 | § 24600
Feb07 | §20065 §23957 §20863 §23032 §21974 §24177 §20589 §23282 $23759 §21200 $23671 522930 § 24308
Mar07 | §237.37 §20085 §239.67 §22863 §23032 §21974 §24177 §20589 §23282 | §237.59 $21200  §23671 $22930
Apr07 | §22433 | §23737 §20065 §23957 §20863 §23032 | §21974 §24177 §20589 §23282 §23759 §21200 § 23671
May-07 | §23517 §224.39 | §237.37 §20085 $23987 §22863 $23032 | §21974 $24177 | §20589 §23262 | §237.59 §21200
Jun7 | § 22464 §23517 | §22433 §23737 | § 20085 §23957 §22863 §230.32 $21974 | §241.77 §20589 | § 23262 | § 23759
Jul07 | §259.17 | $22454 | §23517 | $22433 | §237.37 | §20085 §23967 §22663 §230.32 §21974 §24177 §20589 § 24600
Augl7 | §24620 §25917 | § 22464 §23517 | $22439 §237.37 $ 20085 §23967 $22663 | §230.32 $21974 | §241.77 | § 24358
Sep07 | §23300 §24620 §258.17 | §22464 §23517 | §22439 §237.37 §20085 §23957 §22863 §23032 §21974 §229.30
Oct(7 | §23925 §23300 §24620 §258.17 §22464 §23517 | §22439 §237.37 §20085 §239.57 §22863 §23032 § 23671
Nov7 | §21277 §23825 §23300 §24520 §259.17 §22454 | §23517 §224.39 §237.37 §20085 $23957 | 522863 §21200
Dec07 | §24347 | §21277 §23925 §23300 §24520 §259.17 §22454 | §23517 §22439 §23737 §20085 § 23967 §237.59
Jan08 | §23925 §23124 §21245 §23273 §20880 § 24560 § 25111 §22863 $23032 | §21974 §24177 | §20589 §23262
Feb0B | § 20634 §23925 §23124 §21245 §23223 §22880 § 24660 §251.11 §22863 §230.32 $21974 | §241.77 | § 20509
Mar08 | §23968 §20634 §23925 §23124 | §21245 §23273 §22880 § 24560 $ 25111 §22863 $23032 | 521974 | §24177
Apr08 | §21512 §23983 § 20634 §23925 §23124 §21245 §23223 §228.80 § 24660 §251.11 §22663 | §230.32 $21974
May-08 | §22999 §21512 §23985 §20634 $23925 §231.24 §21245 §23273 $22680 | § 24660 § 25111522863 §23032
Jun08 | §21960 §22999 §21512 §239.83 § 20634 §239.25 §23124 §21245 $23223 §22880 $ 24660 | 525111 §22663
Jul08 | §236.15 | $21980 §22999 | §21512 §23966 §20634 §23925 §23124 §21245 §23223 §22880 § 24560 § 25111
Aug08 | §23500 §23615 §21980 §229.99 §21512 | §239.88 $ 20634 | §239.25 $23124 | §21245 §23223 | 520860 § 24660
Sep08 | §22521 §23500 §23615 §21980 §229.99 §21512 §239.88 § 20634 §23925 §23124 §21245 §23223 §22880
Oct08 | §20967 §22521 §23500 §236.15 §21980 §229.99 §21512 §239.88 § 20634 | §239.25 §23124 | §21245 $23223
Nov08 | §21049 §22967 §20521 §23500 §236.15 §219.80 §22999 §21512 §23985 | §206.34 $23925 §231.24 | §21245
Dec08  §242.35 §210.49 §22967 §22521 §23500 §236.15 §219.80 §229.99 §215.12 §239.88 §206.34 §239.25 §231.24





The auto-regression was performed by using Excel built-in regression tool in the “Analysis ToolPak”. The following are the key results from the auto-regression.

[image: image11.png]Regression Statistics

R Square 0507896762
Adjusted R Square | 0.197094718
Observations 2



 [image: image12.png]df 5SS

Regression 12| 2782620112
Residual 19 2696.091937
Total 31 5478.712049





[image: image13.png]Coefficients  Standard Eror __t Stat P-value

Intercept 9128897173 258.1366534 0.353b47417 0.727497001
Y1) 0129145128 0.188122322 -0.68B500818 0.500890421
(2 0144147461 0.198173907 (0.727378608 0.475862253

)

) 0108435027 0.195756225 -0.543712093 0.592962796
) 0109543664 0203626294 (0.537436371 0597205135
) 0018586673 0.201152927 -0.092401704  0.92734622
) 0155670109 0234365572 (.664247526 0514513012
) -0.028005386 0.221703417 -0.126319145 0900806464
) 0071682762 0.224492537 -0.319310224 0.752975365
) -0.014903946  0.206007405 -0.07234B653 0943082198
) 005396525 (0.18979218 -0.282922748 0780295434
1) 0119269342 0.194378401 -0.613642162 0546793711
2) 0.729208399  0.223579374 3.261519105 0.004105003





The adjusted R Square drops dramatically compared with R Square, this indicates the observation might not be sufficient to derive a meaningful regression with 12 variables and an error variable in the regression. Studying the t Stats and P-values for each variables gives us the implication that we should skip at least Y(t-5), Y(t-6), Y(t-7), Y(t-8, Y(t-9) and Y(t-10), as the regression resulted in lower t Stats and higher P-values for those variables. Y(t-3),Y(t-4) and Y(t-11) needs further consideration. So, I tried two regressions, one with Y(t-3), Y(t-4) and Y(t-11), and another one without those variables. 

The following tables show the regression statistics for the more complex model:

[image: image14.png]Regression Statistics

R Square 0.478563758
Adusted R Square | 0.353419081
Observations 2



 [image: image15.png]df 5SS

Regression B 262191303
Residual 25 2856799019
Total 31 5478.712049





The following tables show the regression statistics used only Y(t-1), Y(t-2) and Y(t-12):

[image: image16.png]Regression Statistics

R Square 0449190185
Adjusted R Square | 0.390174848
Observations 2



 [image: image17.png]df 5SS

Regression 3| 2460.983681
Residual 28 3017.728368
Total 31 5478.712049





The stats show compatible qualities. As we don’t want to introduce complexity to improve the model just a little bit, we can conclude that the model with lag 1, 2, and 12 is the best fit in this situation. 
Forecast & Conclusion
Fitting the coefficients would make the model as below:
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The following plot shows the forecast vs. real data. 
[image: image19.emf]Predicted vs. Real Data
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The fitting is not bad, especially in the late half of the period. There are always gaps between fitted and real data, which can be regarded as random error terms.

Time Series analysis provides a way to model medical cost with an acceptable quality. In this project, 32-month data were used. The fitted model shows strong annual seasonality.
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