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The Time Series Analysis of the Unemployment Rate 

in South Carolina (2000 to 2008)

Introduction

     Unemployment rate is an important economic indicator for the local government and economic developers. It is one of the critical elements for local economic development planning, bond rating, and company site selection. The objective of this project is to develop a proper ARIMA time series model to forecast the unemployment rate in South Carolina by analyzing the month unemployment rate in the state from 2000 to 2008. The monthly data from January 2000 to May 2008 will be used to construct the model and data from June 2008 to December 2008 will be used to validate the forecast accuracy. The Microsoft excel and Minitab will be used in this project.
Model Specification

     The first step of modeling is to identify the model specification. In order to build a model, the data set will be examined first to make sure it is stationary. Otherwise, the data should be transformed to be stationary. The unemployment rates of South Carolina in the period Jan. 1990 to Dec. 2008 are plotted as in the Figure 1. From the Figure, we can see that there is no indication that the time series is stationary. 
Figure 1: Historical South Carolina Unemployment Rate
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      To obtain a stationary series, the data were differenced once. The first differenced data are plotted again as of Figure 2. Figure 2 does not demonstrate any trend, which indicates that the series may be stationary.
Figure 2: Plot of First Difference of SC Unemployment Rate
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     To validate the assumption, the autocorrelation function of the first differenced series are examined. The graph shows that the autocorrelation dampens to zero after lags of 2 (Figure 3). This indicates that the series is now stationary. Therefore, the assumption is valid.
Figure 3: Autocorrelation Function of Unemployment Rate, First Difference
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     Since a stationary series is established after the first difference of the original series, the order of homogeneity d will equal to one. In Figure 3, the autocorrelation plot shows spikes at lag1 and lag2. So does the partial auto correlation function in Figure 4. Spikes in both figures indicate that ARIMA (2,1,2), ARIMA(2,1,0), and ARIMA(0,1,2) may be the fitted models. Therefore, we will proceed to examine the three models.
Figure 4: Partial Auto Correlation Function, First Difference
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Model Estimation and Diagnosis
     After model specification, the next step is to estimate model parameters that are defined in the previous step. Since a mix of autoregressive and moving average model is defined. The estimation of the model parameters can be very complicated. Minitab is used to perform this step. The Box-Pierce test is used to diagnose the models. The Minitab output for each model is listed as following:
1. Model ARIMA (2,1,2)
Final Estimates of Parameters

Type             Coef  
     StDev          T      P

AR   1           0.2977      0.0701       4.24  0.000

AR   2           0.1260      0.0745       1.69  0.092

MA   1     
1.0567       0.0000  111182.08  0.000

MA   2    
-0.0656      0.0154      -4.25  0.000

Constant         0.0000147   0.0001875    0.08  0.938

Differencing:1 Regular Difference

Number of Observations: Original series 221，after differencing 220

Residuals:
SS =  5.53376（backforecasts excluded）
              MS =  0.02574  DF = 215

Modified Box-Pierce(Ljung-Box) Chi-Square statistic

Lag       
12     24     36     48

Chi-Square      3.3   13.6   24.1   35.2

DF      
7     19     31     43

P-value    
0.857  0.806  0.805  0.795

Forecasts from period 222
                       95% Percent Limit
Period  Forecast    Lower      Upper  Actual
 223  -0.002203  -0.316713  0.312307

 224  -0.047643  -0.371158  0.275872

 225  -0.011031  -0.341007  0.318944

 226  -0.005843  -0.337336  0.325650

 227   0.000330  -0.331790  0.332450

 228   0.002836  -0.329532  0.335205

Figure 5: Residual ACF of ARIMA (2,1,2)
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2. Model ARIMA (2,1,0)
Final Estimates of Parameters

Type             Coef  
     StDev      T      P

AR   1  
-0.5725      0.0698  -8.20  0.000

AR   2  
-0.2220      0.0706  -3.15  0.002

Constant    
0.00000     0.01181   0.00  1.000

Differencing:1 Regular Difference

Number of Observations: Original series 221，after differencing 220

Residuals: SS = 6.65361（backforecasts excluded）
              MS = 0.03066  DF = 217

Modified Box-Pierce(Ljung-Box) Chi-Square statistic

Lag       
12     24     36     48

Chi-Square     19.0   31.2   44.9   52.1

DF     

9     21     33     45

P-value    
0.025  0.070  0.081  0.216

Forecasts from period 222

                       95% Percent Limit

Period  Forecast    Lower      Upper  Actual

 223   0.083665  -0.259610  0.426940

 224   0.028797  -0.344535  0.402129

 225  -0.047168  -0.462961  0.368625

 226   0.008504  -0.455479  0.472487

 227  -0.006498  -0.505916  0.492919

 228  -0.010266  -0.545245  0.524712

Figure 6: Residual ACF of ARIMA (2,1,0)
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3. Model ARIMA (0,1,2)
Final Estimates of Parameters

Type             Coef  
     StDev      T      P

MA   1      
0.7715      0.0667    11.56  0.000

MA   2      
0.1585      0.0683     2.32  0.021

Constant       -0.0003059   0.0008054  -0.38  0.704

Differencing:1 Regular Difference

Number of Observations: Original series 221，after differencing 220

Residuals: SS =  5.71547（backforecasts excluded）
              MS =  0.02634  DF = 217

Modified Box-Pierce(Ljung-Box) Chi-Square statistic

Lag      
12     24     36     48

Chi-Square      5.8   23.6   36.8   49.0

DF      
9     21     33     45

P-value      0.755  0.315  0.299  0.317

Forecasts from period 222

                       95% Percent Limit

Period  Forecast    Lower      Upper  Actual

 223  -0.093097  -0.411253  0.225059

 224  -0.011169  -0.337525  0.315186

 225  -0.011475  -0.338590  0.315640

 226  -0.011781  -0.339654  0.316092

 227  -0.012087  -0.340716  0.316542

 228  -0.012393  -0.341776  0.316991

Figure 7: Residual ACF of ARIMA (0,1,2)
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     Comparing the output of the three models, we find that serial correlation presents in the residual of model ARIMA (2,1,0) while is absent in others. Therefore, model ARIMA (0,1,2) and model ARIMA (2,1,2) are better fit. In addition, the SSE of these two models are very close so it is hard to say which one better than the other. We will compare the prediction results to decide which one is better fit.
Model Validation

     To validate the models, we will forecast the unemployment rates in the period of July 2008 to December 2008 and compare the forecasted values with real observations. The results are demonstrated in the Figure 8.
  Figure 8: Forecasted vs. Actual SC Unemployment Rate
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     It is obvious that the model ARIMA (2,1,2) and model ARIMA (0,1,2) produce very similar results. The forecasted values out of both models are lower than actual unemployment rate in most cases. However, the general trend of the forecasted values are the same as the actual ones. 
     Because the results out of model ARIMA (2,1,2) and ARIMA (0,1,2) are so close, the ARIMA (0,1,2) will be selected according to the theory of parsimony. 
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