Time Series – Student Project

The U.S. Annual Lead Production Analysis

Introduction

The purpose of the student project is to apply statistical techniques (time series) to real data. This report provides a study on applying an ARIMA model to characterize the annual lead production in the U.S. If the data is modeled correctly, the time series can be used to forecast future values of the series. 
The sources of data for the lead worksheet are the mineral statistics publications of the U.S. Bureau of Mines and the U.S. Geological Survey—Minerals Yearbook (MYB) and its predecessor, Mineral Resources of the United States (MR); Mineral Commodity Summaries (MCS); and the Statistical Compendium (SC). The data was obtained from the following website: http://minerals.usgs.gov/ds/2005/140/lead.pdf. The data I chose to model was the primary production from 1900 to 2007.

Model Specification

Stationary Series

The lead production for the period between 1900 and 1994 are used to define the model. Then a forecast is made using the developed model and the forecast results from 1995 to 2007 are compared with the actual data. Graph 1 shows the actual data from 1900 and 1994, the data shows increases and decreases in the lead production over the time period.
[image: image1.emf]Graph 1:Lead Production per 10,000 Metric Tons
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Before I begin to develop models for time series, I need to test if the data is stationary. If it is stationary, then it can be modeled as an equation with fixed coefficients that can be estimated from past data.

Graph 2 below shows the sample autocorrelation of the lead production. And detailed calculations were done in the tab “Correlogram” in the attached Excel Spreadsheet “TimeSeries_Lead Production.xls”.
[image: image2.emf]Graph 2: Sample Autocorrelation Function
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The sample autocorrelation function declines geometrically and approaches zero as k increases, therefore we conclude the series is stationary. The Q test statistic was calculated on the raw data using 60 lags to determine if the time series is a white noise time series. The Q-test statistic is 276.72 which is higher than 79.08, the 95% χ2 percentile. As a result the hypothesis that the time series is a white noise is rejected.
Model Estimation and Diagnosis Checking
I am using an auto-regression model to explain the data, the model AR(p) will be a standard model as following:
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where 
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 is the data at time t
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 is a constant
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 is the coefficients for lag i data
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 is the error term at time t



[image: image8.wmf]p

 is the order of auto-regression to be determined
I generated autoregressive models with different orders (p = 1, 2, and 3) are fitted to the actual data. The auto-regression was performed by using Excel built-in regression in the “Analysis ToolPak”. Please see the tabs “AR1”, “AR2”, and “AR3” in the attached Excel file. In all different-order autoregressive models, the are less than 1. So the fitted models are stationary, which are consistent with the actual data.
AR(1): Yt = 7.5795 + 0.8392Yt-1 + 
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AR(2): Yt = 8.3570 + 0.9057Yt-1 – 0.0824Yt-2  +
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AR(3): Yt = 10.2260 + 0.8878Yt-1 + 0.0935Yt-2  – 0.1968Yt-3  +
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The R2 and adjusted R2 are not significantly different among the models. Then a preliminary test Durbin Watson Statistic is used to test whether the residuals generated from the regression fit are a white noise process. The DWS of AR(2) and AR(3) approximately 2 indicate no serial correlation among the residuals and that the residuals are a white noise process. As a second test, we look at the Box-Pierce Q statistic which has a χ2 distribution with K-p-q degrees of freedom. In all three cases the Q statistic are less than the χ2 statistic at a 10% significant level with 60 degrees of freedom (74.70). This indicates that we can not reject the null hypothesis that the residuals are a white noise process. Both of the tests indicate the residuals of both AR(2) and AR(3) are white noise processes. So due to principle of simplicity, AR(2) is a better fit and chosen as the model.
Table 1 shows the results from the analysis.

	
	
	
	Table 1
	

	
	
	
	
	
	

	Order
	
	R2
	Adj. R2
	DWS
	BPQS (60)

	p=1
	0.8392
	0.70548
	0.70228
	1.8653
	           46.39 

	p=2
	0.8233
	0.70366
	0.69707
	2.0333
	           53.57 

	p=3
	0.7845
	0.71123
	0.70138
	2.0713
	           50.56 


AR(2) is defined using the actual data from 1900 to 1994, graph 3 shows the actual data from 1900 to 1994 and the predicted data using AR (2). They match well.
[image: image12.emf]Graph 3: Actual vs. Predicted AR(2)
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The lead productions for 1995 to 2007 are also forecasted using AR(2). Graph 4 below shows both actual and forecast data.
[image: image13.emf]Graph 4: Actual vs. Forecast AR(2)
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Even though the values for the 2 series are not perfect, the forecast series, generally speaking, follows the same trends as the actual series. There might be a better model to produce the results more accurately. But for this project, the AR(2) model is sufficient in describing the lead production behavior.
Conclusion
Three auto-regression models with order 1, 2, and 3 were tested in this project. Various statistics were calculated to test the significance of models to explain the data. I concluded that AR(2) and AR(3) are better fit to the U.S. lead production. Due to principle of simplicity, AR(2) is recommended for this project. The model may be further improved with more data and more complicated model.
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