VEE – Regression Analysis
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School Statistics and Zillow Home Value Index
Introduction:
Regression Analysis will be used to explore the impact of some Massachusetts schools on their respective communities’ home values.  I am interested in this topic as I looking to purchase a house and a good school system is my highest priority.  I am going to use school information available from www.schooldatadirect.org and home price information from www.zillow.com.  I am hoping to produce a high enough R-squared to make the model meaningful, but my true goal is to find more bang for my buck through this exercise.  In statistical terms, I am looking for a large residual where based on MCAS scores and other data, the predicted home price is larger than the actual home price (yi – yhat = large negative).  
The dependent variable will be the Zillow home value index price and there are 10 independent variables, 9 variables from the schooldatadirect.org site and an intercept.  I am purposefully ignoring other factors that one would suspect to have an impact on home price such as proximity to major cities, highways, or public transportation, or violent crime rates to name a few.  Likewise, there are other indicators for a good school system such as college enrollment, SAT scores, etc., but again I am ignoring other possible variables.  (Note, it was not for a lack of trying, it was quite difficult to find this data by city and I was not working on my project.  I gave up after spending a lot of fruitless time on mass.gov and many google searches.  I did find zillow and schooldatadirect very useful in their outlay by city.)  
The Parsimony Principle will be followed and thus I will use the fewest number of explanatory variables while still maintaining a significant adjusted R-squared.  I will reduce the variable count by observing p-values and loosely follow a 95% confidence interval (p-value < 5%). In other words, for a given variable the goal is to be 95% certain that the coefficient is non-zero.  
Furthermore, even if a variable has a 95% confidence interval, if the impact on home price is not significantly large, I will remove it and analyze the resultant adjusted R-squared.  For example, if an independent variable explains less than $30,000, say, of predicted home prices, then it may not be very useful.  I will calculate the average impact by applying the average of each Xi to the coefficient.  I will paste in the RA charts below for each variable reduction with an explanation of what I see in each particular regression.  Also, each time I remove a variable, I will add a new tab in Excel for the new data set and the RA (tab names Data10 and RA10, then Data9 and RA9, etc.).  I will also consider correlation of explanatory variables for the presence of multicollinearity.  However, correlation of variables is not always avoidable and I may keep correlated variables if the adjusted R-squared suffers.
Variables:
X1 = English Language Arts Proficiency (%)

X2 = Math Proficiency (%)
X3 = Enrollment
X4 = Economically Disadvantaged Enrollment (%)

X5 = English Language Learners Enrollment (%)

X6 = Students with Disabilities (%)

X7 = Students per Teacher

X8 = Operating Expenditures ($ per Student)

X9 = Instructional Expenditures ($ per Student)
Y = Zillow Home Value Index

Even though I am ignoring certain variables such as crime rate or proximity to metropolitan areas, some of the above variables may be correlated.  For example, one might expect urban areas to have larger enrollment or perhaps a larger percentage of economically disadvantaged students.  This was discussed in the course when defining a model.  To define the model perfectly, one could consider the entire universe of variables, but that is outside of the scope of this project.  It is worth noting, though, that there may be a fortunate side effect of correlation to perhaps better explanatory variables.  We will see when the regressions are run.
Correlations:  (table copied from Correlations tab in the Excel file)
· Observations

· The threshold for the formatting below are triggered by values that are not between (-0.66, 0.66)
· As expected, English proficiency in MCAS is very highly correlated with Math

· Economically Disadvantaged Enrollment is negatively correlated MCAS scores, but not as strongly with Zillow
· It also stands to reason that an increase in the Student per Teacher ratio coincides with a decrease in Expenses

· It is not surprising that Operating Expenses are very highly correlated to Instruction Expenses

· Implications of Correlations
· To avoid multicollinearity, we will most likely need to remove some of the highly correlated explanatory variables.  

· Either English or Math will most likely be removed

· Either Operating or Instructional will most likely be removed.  One would think that Instructional expenses would be kept before regression, since it stands to reason that an increase in instructional expense per student would yield better MCAS scores in either (or both) English and Math.

· Assuming that one of the expense variables are kept, the Student Teacher ratio variable will likely be removed as it is highly negatively correlated to the expenses (which also is intuitive; less money spent means more students in each class).
	
	ENG
	MAT
	Enroll
	Econ
	ELLs
	StudDis
	Stud/Tchr
	OpExp
	InstrExp
	Zillow

	ENG
	   1.00 
	   0.92 
	  0.15 
	  (0.73)
	  (0.26)
	   (0.37)
	       0.18 
	   0.03 
	     0.07 
	   0.69 

	MAT
	
	   1.00 
	  0.15 
	  (0.67)
	  (0.21)
	   (0.35)
	       0.10 
	   0.08 
	     0.12 
	   0.73 

	Enroll
	
	
	  1.00 
	   0.02 
	   0.47 
	    0.23 
	       0.01 
	   0.25 
	     0.28 
	   0.36 

	Econ
	
	
	
	   1.00 
	   0.55 
	    0.49 
	      (0.36)
	   0.36 
	     0.29 
	  (0.39)

	ELLs
	
	
	
	
	   1.00 
	    0.40 
	      (0.43)
	   0.51 
	     0.51 
	   0.04 

	StudDis
	
	
	
	
	
	    1.00 
	      (0.31)
	   0.38 
	     0.36 
	   0.07 

	Stud/Tchr
	
	
	
	
	
	
	       1.00 
	  (0.67)
	    (0.69)
	  (0.13)

	OpExp
	
	
	
	
	
	
	
	   1.00 
	     0.97 
	   0.48 

	InstrExp
	
	
	
	
	
	
	
	
	     1.00 
	   0.52 

	Zillow
	
	
	
	
	
	
	
	
	
	   1.00 


Regression:  (tables copied from Trend tab in the Excel file)
I began by running a regression with all variables and peeled them off one at a time.  After running the Regression using the Excel Add-in, I used the coefficients time the average Xi to determine a dollar amount impact on the price (rightmost column).  Between this criteria and P-value, I began deleting the variables highlighted in green.  Cells where the P-value are greater than 5% are highlighted yellow.  
10 Variables:  I will remove the English Language Learner variable since the P-value is >5% and the average impact on price is very low.  I did not expect this variable do be used in the end model.  Even though the English p-value is very high, I am going to hold off on removing it from the analysis.
	Variable Count
	Adj R^2
	Variable
	 Coefficient 
	 Standard Error 
	 t Stat 
	P-value
	 Average Impact on Home Price 

	10
	76.98%
	Intercept
	(683,988)
	141,777
	(4.82)
	0.0%
	

	
	
	ENG (%)
	1,350
	1,885
	0.72
	47.6%
	98,052

	
	
	MAT (%)
	5,044
	1,505
	3.35
	0.1%
	320,639

	
	
	Enroll
	8
	4
	2.01
	4.8%
	24,377

	
	
	Econ Dis (%)
	(1,624)
	1,219
	(1.33)
	18.7%
	(20,820)

	
	
	ELLs (%)
	(4,595)
	3,348
	(1.37)
	17.4%
	(8,990)

	
	
	Stud Dis (%)
	8,387
	2,711
	3.09
	0.3%
	134,185

	
	
	Stud Per Tchr
	9,693
	6,546
	1.48
	14.3%
	131,496

	
	
	OpExp ($PerStud)
	14
	14
	1.03
	30.6%
	140,667

	
	
	InstrExp ($PerStud)
	29
	25
	1.16
	25.1%
	171,567


9 Variables:  I will remove the Economically Disadvantaged variable since the P-value is >5% and the average impact on price is very low.  I had initially thought that this may have a larger average price decrease and may be correlated with some other variables that I did not gather such as crime rate.
	Variable Count
	Adj R^2
	Variable
	 Coefficient 
	 Standard Error 
	 t Stat 
	P-value
	 Average Impact on Home Price 

	9
	76.68%
	Intercept
	(688,059)
	142,650
	(4.82)
	0.0%
	

	
	
	ENG (%)
	1,337
	1,897
	0.70
	48.3%
	97,106

	
	
	MAT (%)
	4,987
	1,514
	3.29
	0.2%
	317,001

	
	
	Enroll
	6
	4
	1.52
	13.2%
	16,092

	
	
	Econ Dis (%)
	(2,260)
	1,135
	(1.99)
	5.0%
	(28,970)

	
	
	Stud Dis (%)
	8,445
	2,728
	3.10
	0.3%
	135,120

	
	
	Stud Per Tchr
	11,448
	6,461
	1.77
	8.1%
	155,307

	
	
	OpExp ($PerStud)
	15
	14
	1.13
	26.1%
	154,998

	
	
	InstrExp ($PerStud)
	25
	25
	1.00
	31.9%
	148,591


8 Variables:  I will remove the Enrollment variable now since the P-value is >5% and the average impact on price is very low.  Initially I had thought that Enrollment may take care of some of the price going up due to proximity to Boston.  However, this was not the case since some large cities had low median incomes and vice versa.
	Variable Count
	Adj R^2
	Variable
	 Coefficient 
	 Standard Error 
	 t Stat 
	P-value
	 Average Impact on Home Price 

	8
	75.70%
	Intercept
	(790,083)
	135,923
	(5.81)
	0.0%
	

	
	
	ENG (%)
	2,962
	1,748
	1.69
	9.5%
	215,191

	
	
	MAT (%)
	5,044
	1,546
	3.26
	0.2%
	320,619

	
	
	Enroll
	5
	4
	1.36
	18.0%
	14,569

	
	
	Stud Dis (%)
	7,714
	2,759
	2.80
	0.7%
	123,430

	
	
	Stud Per Tchr
	11,277
	6,596
	1.71
	9.2%
	152,985

	
	
	OpExp ($PerStud)
	5
	13
	0.39
	70.0%
	49,927

	
	
	InstrExp ($PerStud)
	37
	24
	1.50
	13.7%
	220,545


7 Variables:  I will remove the Operating Expense ($ per Student) variable now since the P-value is very high.  Also, the average impact on price has lowered.  As discussed with correlations, I thought that this would be the one to be removed.
	Variable Count
	Adj R^2
	Variable
	 Coefficient 
	 Standard Error 
	 t Stat 
	P-value
	 Average Impact on Home Price 

	7
	75.41%
	Intercept
	(852,211)
	128,715
	(6.62)
	0.0%
	

	
	
	ENG (%)
	3,024
	1,758
	1.72
	9.0%
	219,661

	
	
	MAT (%)
	5,117
	1,554
	3.29
	0.2%
	325,278

	
	
	Stud Dis (%)
	8,572
	2,702
	3.17
	0.2%
	137,149

	
	
	Stud Per Tchr
	13,598
	6,407
	2.12
	3.7%
	184,473

	
	
	OpExp ($PerStud)
	3
	13
	0.26
	79.6%
	33,477

	
	
	InstrExp ($PerStud)
	43
	24
	1.79
	7.7%
	259,358


6 Variables:  Alas, I will remove the English MCAS proficiency % due to the P-value being >5%.  The average impact on home price is quite large, but since English and Math are so highly correlated, the Math coefficient will pick that up.
	Variable Count
	Adj R^2
	Variable
	 Coefficient 
	 Standard Error 
	 t Stat 
	P-value
	 Average Impact on Home Price 

	6
	75.73%
	Intercept
	(853,224)
	127,820
	(6.68)
	0.0%
	

	
	
	ENG (%)
	3,055
	1,742
	1.75
	8.4%
	221,948

	
	
	MAT (%)
	5,068
	1,532
	3.31
	0.1%
	322,170

	
	
	Stud Dis (%)
	8,610
	2,680
	3.21
	0.2%
	137,754

	
	
	Stud Per Tchr
	13,579
	6,365
	2.13
	3.6%
	184,220

	
	
	InstrExp ($PerStud)
	49
	9
	5.64
	0.0%
	294,317


5 Variables:  Now there are no more P-values >5%!!!  Looking back on the Adjusted R-squared values we see that there was only a slight decrease, 76.98% to 75.04%.  We are >95% certain that the coefficients below are indeed non-zero.  Hence, this model looks like the winner!!  At this point, I am tempted to add back in ELLs(%) or the EconDis(%) variables since they are the only ones that decreased prices.
	Variable Count
	Adj R^2
	Variable
	 Coefficient 
	 Standard Error 
	 t Stat 
	P-value
	 Average Impact on Home Price 

	5
	75.04%
	Intercept
	(818,903)
	128,095
	(6.39)
	0.0%
	

	
	
	MAT (%)
	7,480
	685
	10.92
	0.0%
	475,497

	
	
	Stud Dis (%)
	8,105
	2,702
	3.00
	0.4%
	129,682

	
	
	Stud Per Tchr
	15,998
	6,301
	2.54
	1.3%
	217,044

	
	
	InstrExp ($PerStud)
	51
	9
	5.77
	0.0%
	303,864


4 Variables:  Removing the Students with Disability (%) variable led to a large jump downward in adjusted R-squared compared to our previous drops.  The intercept was raised and the Math impact decreased.  More emphasis was placed on Instruction Expense per student as a result.  This model and the rest that follow become increasingly less desirables.
	Variable Count
	Adj R^2
	Variable
	 Coefficient 
	 Standard Error 
	 t Stat 
	P-value
	 Average Impact on Home Price 

	4
	72.34%
	Intercept
	(691,515)
	127,209
	(5.44)
	0.0%
	

	
	
	MAT (%)
	6,621
	655
	10.11
	0.0%
	420,875

	
	
	Stud Per Tchr
	16,329
	6,632
	2.46
	1.6%
	221,531

	
	
	InstrExp ($PerStud)
	59
	9
	6.82
	0.0%
	356,295


3 Variables:  Another large jump in adjusted R-squared and the line is getting much flatter with the intercept increasing and less emphasis on the Instruction Expense.
	Variable Count
	Adj R^2
	Variable
	 Coefficient 
	 Standard Error 
	 t Stat 
	P-value
	 Average Impact on Home Price 

	3
	70.47%
	Intercept
	(405,123)
	53,213
	(7.61)
	0.0%
	

	
	
	MAT (%)
	7,037
	654
	10.76
	0.0%
	447,347

	
	
	InstrExp ($PerStud)
	44
	6
	6.96
	0.0%
	264,961


2 Variables:  Well, just looking at the Math proficiency scores does explain quite a bit.  I guess doing your Math homework really does pay off.

	Variable Count
	Adj R^2
	Variable
	 Coefficient 
	 Standard Error 
	 t Stat 
	P-value
	 Average Impact on Home Price 

	2
	52.02%
	Intercept
	(176,092)
	53,324
	(3.30)
	0.1%
	

	
	
	MAT (%)
	7,602
	827
	9.19
	0.0%
	483,277


Start with 5 Variable Model, add back in Econ Dis and ELLs:  Hmmm, I guess that was a bad idea.  The P-values are upside-down and the average impact on price almost nets to zero.  The adjusted R-squared also went down since the extra variable penalty was not made up with explanatory power.
	Variable Count
	Adj R^2
	Variable
	 Coefficient 
	 Standard Error 
	 t Stat 
	P-value
	 Average Impact on Home Price 

	7
	74.34%
	Intercept
	(822,238)
	136,253
	(6.03)
	0.0%
	

	
	
	MAT (%)
	7,485
	697
	10.73
	0.0%
	475,816

	
	
	Econ Dis (%)
	68
	790
	0.09
	93.1%
	875

	
	
	ELLs (%)
	(195)
	2,778
	(0.07)
	94.4%
	(381)

	
	
	Stud Dis (%)
	8,117
	2,744
	2.96
	0.4%
	129,879

	
	
	Stud Per Tchr
	16,140
	6,600
	2.45
	1.7%
	218,967

	
	
	InstrExp ($PerStud)
	51
	9
	5.65
	0.0%
	304,268


Conclusion:

The 5-variable model is the best in this set of data.  If Parsimony were extremely important, we could reduce the variable count, but at a cost of reduction in the adjusted R-squared value.  By observing P-values and low-magnitude variables, we were able to remove five variables with an adjusted R-squared dropping less than two percent.  

As for cities for with an actual home price better than predicted by the model, the top 7 are all of interest to me.  I considered deleting the super-rich communities, but as I said in the introduction, my main goal was regressing home prices and school data, which I have done.  Now I will need to consider a potential commute and many other variables to decide on these top 7.  I guess I will need to make another model!
	N
	Name
	MAT (%)
	Stud Dis (%)
	Stud Per Tchr
	InstrExp ($PerStud)
	 Zillow 
	 Predicted 
	 residual 

	1
	Northboro-Southboro
	89
	10.4
	14.3
	     6,888 
	 376,500 
	     508,173 
	 (131,673)

	2
	Westborough
	75.1
	12.6
	12.1
	     6,738 
	 269,700 
	     379,251 
	 (109,551)

	3
	Shrewsbury
	76.8
	16.2
	16.2
	     4,972 
	 290,000 
	     397,442 
	 (107,442)

	4
	Acton-Boxborough
	85.2
	14.1
	17.1
	     5,700 
	 393,550 
	     494,463 
	 (100,913)

	5
	West Boylston
	64.6
	12.5
	12.8
	     6,427 
	 214,700 
	     295,374 
	   (80,674)

	6
	Lunenburg
	65.6
	14.1
	14.9
	     5,606 
	 237,200 
	     307,906 
	   (70,706)

	7
	Sutton
	69.8
	18.2
	13.7
	     5,333 
	 269,100 
	     339,551 
	   (70,451)

	77
	Lincoln-Sudbury
	89
	18.1
	11.9
	     7,568 
	 687,600 
	     566,570 
	  121,030 

	78
	Newton
	78.6
	18.8
	12.2
	     8,112 
	 662,500 
	     526,758 
	  135,742 
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