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Linear Regression of One Carat Diamond Prices

Introduction

For several years while in school, I worked at a family owned fine jewelry store, and loved every minute of it.   One of my favorite parts of the job was to show customers the details of the quality and craftsmanship of the pieces they were buying for themselves or their loved ones.  I became fascinated with the science and art of gemstones and jewelry, and actually considered going to school for gemology for a time.  I have used my interest and knowledge of diamond rating systems to put together this regression analysis project.

Traditionally, people looking to purchase a diamond will learn about the “Four C’s” of diamond categorization: Carat, Color, Cut, and Clarity.  I found that typically customers were most focused on the carat value, or size, of the stone they were purchasing.  This characteristic does have a large impact on the price they will pay, and is the most obvious difference among options at the jewelry counter.  However, I thought it would be interesting to hold constant the carat value of the data points in my analysis, and look at how the other characteristics of the gemstone dictate the price.  The one carat engagement ring is an aspirational symbol, yet not all one carat diamonds are created equal.  For this reason I thought it would be interesting to limit the scope to only one carat diamonds.
Objective

The objective of this analysis is to fit a Linear Regression Model to a data set of one carat diamonds.  The analysis will inspect how color, clarity, cut, symmetry, polish, depth, and table impact the price of the diamond.

Data

I used an internet search to locate websites providing details of loose diamonds that were for sale.  I selected www.diamondbroker.com because this site provided detailed information on a large quantity of one carat diamonds, all of which were rated by the GIA.  Using only GIA rated diamonds was important because that would give consistency to the variables.  For example, the GIA gives symmetry ratings of Excellent, Very Good, Good, Fair, and Poor.   However, the AGS has an additional rating of Ideal, and would thus not match-up with variables from GIA rated stones.  
My data set contains 469 one-carat round-cut GIA rated diamonds.  For each diamond I also have the following data:  Color, Clarity, Cut, Polish, Symmetry, Depth, Table, and Price.  The color, clarity, cut, polish and symmetry variables are not numerical values.  The GIA instead has rating categories for these items, as detailed below.
Color - rated on an alphabetical scale of D to Z, with D being colorless, and Z being a stone with the most color, without being considered a “fancy”.  My data set included stones with ratings from D to K.

Clarity - rated with the following categories: Flawless, Internally Flawless, Very Very Slightly Included 1, Very Very Slightly Included 2, Very Slightly Included 1, Very Slightly Included 2, Slightly Included 1, Slightly Included 2, Included 1, Included 2, and Included 3.  My data included stones ranging from Internally Flawless to Slightly Included 2, abbreviated as follows: IF, VVS1, VVS2, VS1, VS2, SI1, SI2.  

Cut, Polish, and Symmetry – rates with categories of Excellent, Very Good, Good, Fair and Poor.   My data included stones rated from Excellent to Good for Cut and Polish, and Excellent to Fair for Symmetry.

Depth – a percentage which shows the ratio of the total height of the stone from the table to the cutlet, over the stone diameter.  My data ranged from 57.6% to 66.3%.
Table – a percentage which shows the ratio of the average diameter of the table (from bezel point to bezel point) divided by the diameter of the stone.  My data ranged from 53% to 67%.
Price – in U.S. dollars.  My data ranged from $2,523.60 to $19,404.00

Data Analysis
As outlined above, five of my variables are non-numeric.  In setting up my linear regression analysis, I considered using indicator variables for these items.  However, as each of the items has multiple potential values that would each need its own indicator, my regression equation would have become very long and difficult to interpret.  I then considered the fact that the qualities of the stone that these variables represent are in fact continuous qualities.  They have just been “binned” into categories by the GIA.  For example, diamond stones do not come in 24 distinct colors that correlate to the letters of the alphabet D to Z.  Diamonds come naturally in a continuum of colors.  Keeping this in mind, I thought it would be appropriate to convert my variables back into numerical values for this analysis.  
I decided to do this by using values ranging from 0 to 1.   I set the zero value for each category to the lowest of those that I had in my data set.  For example, for Symmetry I set the “Fair” category to 0.   I gave a value of 1 to the highest rating of “Excellent”.  Then, I allocated out an even distance for the in between values, with Very Good equal to 0.666 and Good equal to 0.333 in the case of Symmetry.   I rounded my values to three decimal places.  Details of this conversion are provided in Appendix A.
I will acknowledge here that the GIA does not necessarily consider that there are even “distances” between the categories of Excellent and Very Good versus between Fair and Poor.   However, for the purposes of this analysis, I felt that these correlations should be sufficient.

I also found that in my data there were three diamonds where the Depth and Table percentages were missing.   These stones were excluded from the regression where these variables were included.

Regression

The regression analysis was performed in MINITAB.   I began my analysis by reviewing a matrix plot of the variables to look for trends or data issues:
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This plot already shows that we can expect to see a relationship between price and color and price and clarity.  The other variables do not show obvious relationships between variables that need to be considered at this point.

I then used MINITAB to perform a regression analysis of Price versus Color, Clarity, Cut, Polish, Symmetry, Depth, and Table.  The results of the regression are below:
Regression Analysis: Price versus Color Scaled, Clarity Scaled, ... 

The regression equation is

Price = 8146 + 4004 Color Scaled + 6446 Clarity Scaled + 496 Cut Scaled

        + 427 Pol Scaled - 203 Sym Scaled - 83.9 Depth - 26.9 Table

Predictor         Coef  SE Coef      T      P

Constant          8146     3483   2.34  0.020

Color Scaled    4004.5    190.4  21.03  0.000

Clarity Scaled  6445.5    213.8  30.15  0.000

Cut Scaled       495.9    190.7   2.60  0.010

Pol Scaled       426.8    177.9   2.40  0.017

Sym Scaled      -203.2    262.6  -0.77  0.440

Depth           -83.93    38.40  -2.19  0.029

Table           -26.87    27.31  -0.98  0.326

S = 1098.60   R-Sq = 80.4%   R-Sq(adj) = 80.1%

Analysis of Variance

Source           DF          SS         MS       F      P

Regression        7  2263068534  323295505  267.87  0.000

Residual Error  458   552768275    1206918

Total           465  2815836809

This first regression analysis gave a high R-squared value of 80.4% and F value of 267.87.  This tells me that the model already has a pretty good fit.  However, when I look at the p-values for the individual variables, I see that I have some larger p-values on Symmetry, Depth, and Table.  

This led me to consider the Depth and Table variables further.  These values are actually ratios that indicate how the diamond is shaped in the stone cutting process.  They are part of the components that determine how much sparkle or fire the end stone will have.  However, we just have the depth and table percentages, and not the other aspects of the diamond shape, such as the pavilion angle, pavilion depth, crown angle, crown depth, girdle thickness, star length, cutlet size, etc.  I decided it would be best to eliminate these two variables, since they only tell a part of the whole story of the diamond’s shape, and since they also relate to the Cut rating we are already including.  
I ran the regression in MINITAB again without the Depth and Table variables:
Regression Analysis: Price versus Color Scaled, Clarity Scaled, ... 

The regression equation is

Price = 1340 + 4026 Color Scaled + 6472 Clarity Scaled + 596 Cut Scaled

        + 478 Pol Scaled - 269 Sym Scaled

Predictor         Coef  SE Coef      T      P

Constant        1340.0    201.7   6.64  0.000

Color Scaled    4026.3    191.5  21.02  0.000

Clarity Scaled  6471.8    214.5  30.18  0.000

Cut Scaled       596.1    179.7   3.32  0.001

Pol Scaled       477.5    179.4   2.66  0.008

Sym Scaled      -269.3    263.7  -1.02  0.308

S = 1112.44   R-Sq = 80.0%   R-Sq(adj) = 79.8%

Analysis of Variance

Source           DF          SS         MS       F      P

Regression        5  2288567462  457713492  369.86  0.000

Residual Error  463   572972549    1237522

Total           468  2861540011

The R-squared on this analysis went down a very small amount to 80.0%, but the F-value increased to 369.86.  The regression equation itself is starting to look cleaner.  However, we see that there is a negative coefficient on the Symmetry variable, and it also still has a high p-value of 0.308.   The low t-value for Symmetry also leads us to say that this does not appear statistically significant to our regression equation, and could also be eliminated.  Removing symmetry also seems to be logical, as it is not something that an untrained eye would be able to see on the stone.
The regression analysis output from MINITAB with Symmetry removed was as follows:
Regression Analysis: Price versus Color Scaled, Clarity Scaled, ... 

The regression equation is

Price = 1225 + 4026 Color Scaled + 6481 Clarity Scaled + 537 Cut Scaled

        + 412 Pol Scaled

Predictor         Coef  SE Coef      T      P

Constant        1225.2    167.5   7.31  0.000

Color Scaled    4025.9    191.5  21.02  0.000

Clarity Scaled  6480.7    214.3  30.24  0.000

Cut Scaled       537.3    170.2   3.16  0.002

Pol Scaled       411.7    167.4   2.46  0.014

S = 1112.49   R-Sq = 79.9%   R-Sq(adj) = 79.8%

Analysis of Variance

Source           DF          SS         MS       F      P

Regression        4  2287277360  571819340  462.03  0.000

Residual Error  464   574262651    1237635

Total           468  2861540011

The R-squared value again went down just a very small amount to 79.9%, but the F-value went up again to 462.03.   We also see now that the p-values for each of the variables are low, showing that the variables are significant.   The regression equation itself is looking logical.   The constant could be thought of as the “minimum” value to pay for the baseline diamond in my dataset, where the categorization of the color, clarity, cut and polish were set to zero.  Then, the coefficients of each of the variables represent the premium that a buyer would be paying to have higher color or clarity.  It seems very logical that clarity and color bring the highest premium.
I also reviewed a plot of the residuals from this regression analysis:

[image: image2.wmf]R

e

s

i

d

u

a

l

P

e

r

c

e

n

t

5

0

0

0

0

-

5

0

0

0

9

9

.

9

9

9

9

0

5

0

1

0

1

0

.

1

F

i

t

t

e

d

 

V

a

l

u

e

R

e

s

i

d

u

a

l

1

2

0

0

0

9

0

0

0

6

0

0

0

3

0

0

0

6

0

0

0

4

0

0

0

2

0

0

0

0

-

2

0

0

0

R

e

s

i

d

u

a

l

F

r

e

q

u

e

n

c

y

7

5

0

0

6

0

0

0

4

5

0

0

3

0

0

0

1

5

0

0

0

-

1

5

0

0

1

0

0

7

5

5

0

2

5

0

O

b

s

e

r

v

a

t

i

o

n

 

O

r

d

e

r

R

e

s

i

d

u

a

l

4

5

0

4

0

0

3

5

0

3

0

0

2

5

0

2

0

0

1

5

0

1

0

0

5

0

1

6

0

0

0

4

0

0

0

2

0

0

0

0

-

2

0

0

0

N

o

r

m

a

l

 

P

r

o

b

a

b

i

l

i

t

y

 

P

l

o

t

 

o

f

 

t

h

e

 

R

e

s

i

d

u

a

l

s

R

e

s

i

d

u

a

l

s

 

V

e

r

s

u

s

 

t

h

e

 

F

i

t

t

e

d

 

V

a

l

u

e

s

H

i

s

t

o

g

r

a

m

 

o

f

 

t

h

e

 

R

e

s

i

d

u

a

l

s

R

e

s

i

d

u

a

l

s

 

V

e

r

s

u

s

 

t

h

e

 

O

r

d

e

r

 

o

f

 

t

h

e

 

D

a

t

a

R

e

s

i

d

u

a

l

 

P

l

o

t

s

 

f

o

r

 

P

r

i

c

e


The histogram of the residuals looks normal around zero, with a few outliers in the high value diamonds.  These plots do show, however, that I am getting some curvature in the residual versus fitted value and normal probability plots.  This indicates that there may be a relationship between some of my variables.
The two most significant variables are color and clarity.  There is no direct relationship between the color and clarity of a diamond that we find naturally in the ground.  However, when it comes to cut diamond for sale in jewelry, the combination of colorlessness and flawlessness together gives a stone even more value than the individual weights of those items provide.  My current regression equation is of the following format:

Price = β0 + β1Color + β2Clarity + β3Cut + β4Polish
It may be helpful to our regression to add another variable that will demonstrate the premium value of a stone that is both colorless and flawless.  I could do this using a product of our two Color and Clarity values.  For example, if the diamond has an E color rating of 0.857 and a VVS1 clarity rating of 0.833, we the value of the new Color times Clarity variable would be 0.714.  The new regression equation will look like this:

Price = β0 + β1Color + β2Clarity + β3Color*Clarity + β4Cut + β5Polish

The results of this new regression analysis are as below:

Regression Analysis: Price versus Color Scaled, Clarity Scaled, ... 

The regression equation is

Price = 3096 + 830 Color Scaled - 997 Clarity Scaled + 11537 ColXClarity

        + 497 Cut Scaled + 467 Pol Scaled

Predictor          Coef  SE Coef      T      P

Constant         3096.4    160.2  19.32  0.000

Color Scaled      830.4    222.1   3.74  0.000

Clarity Scaled   -997.2    427.3  -2.33  0.020

ColXClarity     11536.8    610.5  18.90  0.000

Cut Scaled        497.5    128.1   3.88  0.000

Pol Scaled        467.3    125.9   3.71  0.000

S = 836.776   R-Sq = 88.7%   R-Sq(adj) = 88.5%

Analysis of Variance

Source           DF          SS         MS       F      P

Regression        5  2537350486  507470097  724.76  0.000

Residual Error  463   324189525     700193

Total           468  2861540011

The R-squared value in this new regression went all the way up to 88.7%, and the F value also increased to 724.76.  This is clearly the best fitting model so far.  I also reviewed the new residual plots:
Residual Plots for Price 
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The Residual versus fitted value plot clearly shows that the curvature that we were seeing before is now eliminated.  The Normal Probability plot also appears to have less bias.

I do note in the regression equation above, that we again have a negative coefficient for the Clarity variable.   And, I also must consider that the principle of parsimony may dictate that now that we have a Color*Clarity variable, it may make sense to use this to replace the separate Color and Clarity variables.  I ran one final regression with Price versus Color*Clarity, Cut, and Polish:
Regression Analysis: Price versus ColXClarity, Cut Scaled, Pol Scaled 

The regression equation is

Price = 3331 + 11119 ColXClarity + 450 Cut Scaled + 532 Pol Scaled

Predictor       Coef  SE Coef      T      P

Constant      3331.0    109.5  30.42  0.000

ColXClarity  11118.7    199.0  55.88  0.000

Cut Scaled     450.0    134.6   3.34  0.001

Pol Scaled     531.7    132.0   4.03  0.000

S = 880.931   R-Sq = 87.4%   R-Sq(adj) = 87.3%

Analysis of Variance

Source           DF          SS         MS        F      P

Regression        3  2500681579  833560526  1074.12  0.000

Residual Error  465   360858432     776040

Total           468  2861540011

Residual Plots for Price 
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In this final analysis, the R-squared value went down some to 87.4%, but the F value went up again to 1074.12.  The p-values for each of the individual variables are low.  The residual plots look similar to the prior, with some better normality in the histogram.

Conclusion

This analysis showed that a good linear regression model can be fit to one carat diamonds, showing the dependence of price on color, clarity, cut, and polish.  Variables of symmetry, depth, and table did not add significantly to the analysis.  I also found that the combination of high color and clarity ratings adds even more significantly to the price.   This finding is in line with what would be expected to be found at the jewelry counter.  The best fitting final equation was as follows:
Price = 3,331 + 11,119Color*Clarity + 450Cut + 532Polish

My scaling leads to a simple interpretation of the coefficients.  Since the variables were scaled from 0 to 1 to cover the range of diamonds in the sample, I would expect the poorest quality diamond in the sample to be ~$3,331 and the highest quality diamond to be ~$15,432.  This is reasonable given the actual range in the original data from $2,523.60 to $19,404.00, and the size of our residuals.  

This regression equation is based only on data from one single sales outlet, which is an internet site and not a retail store.   There are obviously many other factors that go into the value of a stone.  I am lucky enough to be the owner of a one carat diamond.  The value of a diamond of similar parameters as mine was found to be lower than the actual jewelry store price, but was reasonable given the different pricing structures between an online discounter and a private jeweler.

Appendix A

Conversion tables from Categorical to Numeric Variables:

Color

	D
	1

	E
	0.857

	F
	0.714

	G
	0.571

	H
	0.429

	I
	0.286

	J
	0.143

	K
	0


Clarity

	IF
	1

	VVS1
	0.833

	VVS2
	0.667

	VS1
	0.500

	VS2
	0.333

	SI1
	0.167

	SI2
	0


Cut, Polish

	EX
	1

	VG
	0.500

	G
	0


Symmetry

	EX
	1

	VG
	0.667

	G
	0.333

	F
	0


_1310921934

_1310922137

_1310921478

