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Estimating the Immediate PBGC Lump Sum Rate

For my project I am examining the immediate PBGC lump sum rates.  I will be referring to the attached excel file throughout this write-up.  By comparing the graph of the rates by month, quarterly average and annual average, I see that each graph plots similarly.  It appears that we do not need to deal with seasonality.   However, there appears to be a downward trend beginning October 1982.  

Note the following graph:
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Data for the graph was taken from www.pbgc.gov and is summarized on tab “PBGC LS Rates”. 
Model Specification

I chose to focus on the annual average rate calculated as of each October beginning in 1982 through 2008.  Since the autocorrelation of a stationary series should approach zero as displacements increase, I determined sample autocorrelations for the following in order to determine the degree of homogeneity:

1. The average annual rates themselves [Col H of tab "Predictions-AR(1)"]

2. The 1st differences of the average annual rates [Col I of tab "1st Differences"]

3. The 2nd differences of the average annual rates [Col I of tab "2nd Differences"]

In order to inspect the possibility of an exponential trend, I also determined the sample autocorrelations for the following:

1. Log of the average annual rates themselves [Col I of tab "Log Rates "]

2. The 1st differences of the Log of the average annual rates [Col I of tab " 1st Diff (Log Rates) "]

3. The 2nd differences of the Log of the average annual rates [Col I of tab " 2nd Diff (Log Rates) "]

None of the above mentioned autocorrelations seem to consistently approach zero as displacements increase.   I would conclude that taking differences, logs or differences of logs does not bring us closer to a stationary series than if we did not take differences, logs or differences of logs.  Therefore, I will focus on the average annual rates themselves.   

Since the rates between October 1982 and 2008 are showing a downward trend, let's assume that the time series is Autoregressive.  We will exam Autoregressive series of orders 1, 2 and 3.  Therefore:

AR(1):

  yt = t + 1 yt-1 

AR(2):

  yt = t + 1 yt-1 + 2 yt-2.

AR(3):

  yt = t + 1 yt-1 + 2 yt-2 + 3 yt-3.

Parameter Estimation

Please note, all work that pertains to parameter estimation is done on the following tabs, which are all in the same format and layout:
Predictions-AR(1); 
Predictions-AR(2); 
Predictions-AR(3). 
The autoregressive parameters will be determined using the following Yule-Walker equations:

AR(1):

1 = 1 

AR(2):

1 = 1 + 2 1 



2 = 11 + 2 



[see Col J:Y of tab “Predictions-AR(2)”]

AR(3):

1 = 1 + 2 1 + 3 2 



2 = 11 + 2 + 3 1 



3 = 12 + 2 1 + 3



[see Col J:Y of tab “Predictions-AR(3)”]

Parameter Estimation (continued)
Given the following sample autocorrelations: 



1 = 85.7369%; 2 = 74.5498%; 3 = 60.0824% [Col H]

The parameters are estimated as follows: 

AR(1):

1 = 85.7369%
AR(2):

1 = 82.3658% and 2 = 3.9319% 
[Cells J15:L18 of tab "Predictions-AR(2)"]

AR(3):

1 = 83.0633%; 2 = 18.5429%; 3 = -17.7392% 
[Cells J15:L18 of tab "Predictions-AR(3)"]

By rearranging the Autoregressive time series equations, we solve for as follows: 

AR(1):

 = yt t  1 yt-1.

AR(2):

 = yt t  1 yt-1  2 yt-2.

AR(3):

 = yt t  1 yt-1  2 yt-2  3 yt-3.

See column AE
for a range of possible values of Note that we set t equal to zero. 

Let’s assume that an appropriate value for is determine as the average of the values calculated in column AE.  This results in the following values for [see Cell AH4] I am also including the corresponding value for the long term mean[see Cell AH5]  

AR(1):

 = 0.58%;
long term mean= 4.04% 

AR(2):

 = 0.53%;
long term mean= 3.89% 

AR(3):

 = 0.67%;
long term mean= 4.18% 

It’s interesting to note that the old PBGC lump sum rates consist of an immediate rate and three deferral rates.  The deferral rates apply to the following three deferral periods: the first 7 years, the next8 years, and deferral periods in excess of 15 years.  Each deferral rate is determined as the immediate rate minus a fixed number of basis points; however the deferral rates are defined not to fall below 4.00%. 

Note that the long term mean, which corresponds with AR(1) and AR(2) is notably closer to 4.00% than the long term mean for AR(3). 

Diagnostic Checking

Using the estimated parameters, we now calculate estimated values of the series [Col AG] and determine the residuals [Col AH].   If specified correctly, the autocorrelation of the residuals should resemble the sample autocorrelation function.  The residuals should also resemble a white noise process and be independent 
The following graphs show the autocorrelation of the residuals versus the sample autocorrelation.  Note that the correlograms of the residuals, which correspond to the autoregressive series of orders 1 and 2 bear a closer resemblance to the sample autocorrelation.  The correlogram corresponding to the 3rd order autoregressive series does not line up as well. 
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Diagnostic Checking (continued)
[image: image3.emf]Autocorrelation - Actual Rates vs Residuals AR(2)
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[image: image4.emf]Autocorrelation - Actual Rates vs Residuals AR(3)
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Diagnostic Checking (continued)
As mentioned above, if specified correctly, the residuals should be independent.  We use the Box and Pierce Q-Statistic to test if the residuals are independent.  
The Q-Statistic is calculated in cell J7 of tabs: 
Residuals-AR(1); 
Residuals-AR(2); 
Residuals-AR(3)
Summarized below are the Q-Statistic and select P-values

	Series
	Q-Statistic
	Degrees of

Freedom
	p-value = .05
	p-value = .01
	p-value = .001

	AR(1)
	47.00
	25
	37.65
	44.31
	52.62

	AR(2)
	43.72
	24
	36.42
	42.98
	51.18

	AR(3)
	44.02
	23
	35.17
	41.64
	49.73


Since the Q-Statistic exceeds the critical values at a 1% level of significance in all three cases, we are 99% confident that each of the above time series has been specified incorrectly.  
Model Evaluation 
We will now compare the actual series with the projected series.  Please note the following graphs:
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Model Evaluation (continued)

[image: image6.emf]Actual Series vs Projected Series - AR(2)

0.00%

2.00%

4.00%

6.00%

8.00%

10.00%

12.00%

Jan-82 Jan-94 Jan-06

Rates

y_hat_AR(2)


[image: image7.emf]Actual Series vs Projected Series - AR(3)
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Model Evaluation (continued)

The preceding graphs show that each of the three estimated series – AR(1), AR(2) and AR(3), project the Immediate PBGC Lump Sum rate in a similar manner.  None of the three seems to be convincingly superior to the other two.  Given these three choices, I would choose the AR(1) model since it is the least complicated and appears to be about as good as the other two.  

We should note that at the beginning of our analysis we observed that autocorrelations did not approach zero as displacements increased.  We observed this to be true of the autocorrelations of the actual rates and their 1st and 2nd differences.  This was also observed of the log rates as well as the 1st and 2nd differences of the log rates.  From this we have strong evidence that the series required additional manipulation in order for us to end up with a stationary series.  Since none of these techniques yielded what appeared to be a stationary series, we proceeded to use the actual rates. Another piece of strong evidence in favor of the notion that we were on the wrong track is that the 
Q-Statistics were very high for all three estimated series. 
Actual Series vs Projected Series - AR(1)
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