Student Project on Time Series
I will show that the birth rate for US for the years 1952 to 2002 is best modeled as an ARIMA(1,0,1) process.

The data I use is from US Census data for the year 1952 to 2002.

There is no need for seasonality study as we have only yearly birth rates.

1. 

The plot of the autocorrelation function for the birth rate shows that the birth rate is not a stationary time series. The autocorrelation function goes down until it reaches zero at lag 16, but then it continues going down to negative values and it has a min at lag 43 after which it continues to go back up until it reaches 0. If the series was stationary once it reaches zero it would remain at zero.
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2. Then we take first differences and look at the autocorrelation function of the first differences. This way we can check if the process is homogeneous non-stationary process of first order of homogeneity.
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The autocorrelation function signifies that the time series of the first differences can be stationary. In order to confirm our hypothesis we will also look at second differences for lag1.
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The shape of the graph of this autocorrelation function is similar to the first differences lag one autocorrelation function. This confirms the hypothesis that the process is first order homogeneous.

Let’s also look at graph of the autocorrelation function of the first differences of lag2 for the birthrates.
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The shape of this graph is very similar to the shape of the graph of the autocorrelation function of the first differences of lag 1. Similar conclusion can be drawn after looking at the graph of the autocorrelation function of the second differences of lag2.
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Based on these graphs we will assume that the process is first order homogeneous.

Lets first assume that the first differences of the birth rates is an AR(1) process. The equation of the AR(1) process is 

Yt = F1Yt-1 + D + Et 

For the AR(1) process we have that the coefficient F1 is equal to the first autocorrelation. The sample first autocorrelation is 0.44, so we set F1 = 0.44

D = mean*(1- F1) = (-0.21)*(1-0.44) = 0.1176
We calculate F1Yt-1 + D and compare this with the actual first differences to examine the error term. A graph of the residuals is provided below.
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The graph of the residuals looks like a graph of a white noise process. No trends are noticeable. This confirms our hypothesis that the first differences are an AR(1) process which means that the birth rate is ARIMA(1,0,1) process.
