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Time Series Project

Summer 2008
Monthly milk production: pounds per cow. Jan 62 - Dec 75. Source: Cryer (1986).
Data source: http://www-personal.buseco.monash.edu.au/~hyndman/TSDL/data/milk.dat
Introduction

After spending far too much time browsing the data at the site referenced above (pulled from the NEAS discussion forum) I chose to do my project on milk production. I found that the data would be very relevant for the time series project and the subject was sufficiently entertaining to keep me interested. 
We’ll take a minute here to put milk production per cow into perspective. Holsteins and Jersey cows are two main producers. Both breeds weigh in around 1,000 lbs. One gallon of milk weighs about 8lbs. At peak milk production of 900 lbs. per month a single cow is generating about 3.75 gallons of milk per day. I think that is a lot of milk. I saw an episode of The Amazing Race where they milked camels and I think it took them about 2 hours to get a pint out of one animal.
Data Analysis
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The data set is pounds of milk per cow read monthly over the course of 14 years. It is not clear whether this is a national average or the experience of a single dairy farmer, but that doesn’t really matter for our purposes. As seen in the chart above, there is an obvious, I’ll assume temporary, upward trend and clear patterns of seasonality. Production spikes every January and May. I should be able to create a model which fits very well.
Tools

While I did some of the data exploration in Excel, I relied heavily on R to provide me with graphics. The drawback with R is that it allows you to apply very powerful techniques without knowing much of what you are doing. I used Excel to make sure I was moving my time series and arrays around properly.
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The chart above represents the original data split into a trend, seasonal, and random component. Clearly the seasonality is very strong. 

Environmental Trends vs. Cycles
One complication in this data is the trend that appears to span the years ’62-‘72. (This is also a common theme in actuarial work due to one-time changes such as legal environment hits or changes in benefits.) If there is some cycle due to 20-yr patterns in the weather the data set is not large enough to capture it. My assumption is that milk production per cow cannot increase at the same rate indefinitely and that the trend is due to some drug or other technological advance.
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To correct for the trend I calculated simple annual averages used the 19XX/1962 ratios to put all milk production data at the ’75 level (in pink):
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Autocorrelations
I explored the autocorrelation functions of three different data sets.
First, the raw data:
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Here we see the patterns of seasonality, but we also see how the autocorrelations turn negative beyond 50 lags. This is the point, looking backwards, where the trend changes.
Then I removed the trend and took another look at the ACF:
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Now we see a pattern that makes a lot more sense. There are 6 months between the high and low points of the oscillations, which is consistent with what we see in the data. However, the ACF does not taper off quickly enough for our needs.

I decided to take the annual 1st difference of the on-level data to remove seasonality:
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Now we have a time series which tapers quickly indicating we can include 2 or 3 periods of a moving average process. The sustained high oscillatory pattern through about 20 periods implies we would need too many autoregressive parameters. At this point I came to the conclusion that although the data appears to follow a very strong seasonal pattern, the aberrations from one period to the next are actually very difficult to capture using just the concepts we learned in this course. I was able to fit models however and the result usually looks something like this:

[image: image8]
You can see, green circles, that my fitted model is routinely predicting very bad November months. My hunch is that a farmer would want to know when to expect these good Novembers.
Conclusion
I tried fitting a number of different models and calculating Q statistics. Each time the Q statistic was just high enough to result in a rejected model. I would conclude, depending on the value of accurately estimating milk production, that a structural model should be used to estimate the error term while a time series is sufficient to get the expected value. I think the error terms that we see here are dependent on external factors such as food quality and weather in any given period.

R Code
## Prepare environment

library('forecast')

## Get the milk data into R

data_path <- "C:\\Documents and Settings\\dicarom\\My Documents\\Exams\\Time Series\\Milk Project\\"

milkdata_path <- paste(data_path, "milk.dat", sep="")

milkdata <- scan(milkdata_path) #creates a vector

## Review and prepare data

 # convert the milkdata into a time series

milkdata <- ts(as.vector(milkdata), start=c(1962,1), frequency=12)\

 # create an object which has the seasonal, trend, and residual

milkdata_stl <- stl(milkdata, "per")  #this only works if you imported milkdata w/ scan

 # plot the stl

plot(milkdata_stl)

## Look at the various ACFs

 # plot the ACF of the raw data

acf(as.vector(milkdata), lag.max=200, main="ACF of raw data")

## Agg data by year and take averages, here we do the on-level work

milkdata_by_year <- array(milkdata,dim=c(12,14))

milkdata_annl_avgs <- colSums(milkdata_by_year)/12

 # I split each of the next operations out to make it more readable next time

 # I see it.

onlevel_factors <- milkdata_annl_avgs[14] / milkdata_annl_avgs

onlevel_factors <-  rep(onlevel_factors,12)

onlevel_factors <-  array(onlevel_factors,dim=c(14,12))

onlevel_factors <- t(onlevel_factors)

 # Get the milkdata on level then take a look to make sure it is right

milkdata_by_year_onlevel <- onlevel_factors *  milkdata_by_year

milkdata_by_year_onlevel

milkdata_onlevel <- array(milkdata_by_year_onlevel,dim=c(168))

milkdata_onlevel <- ts(milkdata_onlevel,start=c(1962,1), frequency=12)

ts.plot(cbind(milkdata_onlevel,milkdata),col=c("red","blue"))

 # show the ACF of the on-level data

acf(as.vector(milkdata_onlevel), lag.max=200, main="ACF of on-level data")

## Taking differences myself

milkdata_diffed <- diff(milkdata_onlevel, 12)

 # ACF of 1st diff'd on-level data

acf(as.vector(milkdata_diffed), lag.max=200, main="ACF of annual 1st differences of on-level data")

## Create models and pull Q statistics - you can spend way too much time on this part

milkmodel4 <- arima(milkdata_diffed, include.mean=FALSE, order=c(18,0,2))

tsdiag(milkmodel4, gof.lag=50)

Box.test(resid(milkmodel4), lag=50)

acf(as.vector(resid(milkmodel4)), lag.max=50)

modeledmilk <- fitted(milkmodel4) + milkdata_onlevel[1:156]

modeledmilk <- t(array(modeledmilk, dim=c(12,13))) / t(array(onlevel_factors[13:168], dim=c(12,13)))

modeledmilk <- ts(as.vector(t(modeledmilk)), start=c(1963,1), frequency=12)

cols <- c("red", "blue")

labs <- c("fitted", "original")

linetypes <- c(3,1)

widths <- c(2,1)

ts.plot(cbind(modeledmilk,milkdata),lwd=widths, col=cols, lty=linetypes)

legend(x=1962, y=900, legend=labs, col=cols, lwd=widths, lty=linetypes)
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