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Introduction
Time Series analysis can be useful in actuarial work particularly with respect to projecting data such as sales figures.  Sales data is generally the exposure base for Commercial General Liability coverage.  For a given industry or type of business, an insurance company may employ the use of time series analysis to project annual sales for its insured to determine an accurate assessment of the exposure base for General Liability coverage.

In this project, I will apply time series analysis to US Retail Beer, Wine, and Liquor Store Sales. Source data was from the US Census Bureau for Monthly Retail Trade and Food Service: http://www.census.gov/mrts/www/mrts.html
The graph below shows that retail sales are increasing each year for US Retail Beer, Wine, and Liquor Store Sales was first plotted.  Annual alcohol store sales in the US broke the $30 billion mark in 2002.  I could find value in looking at annual data for time series analysis since P&C GL policies are typically annual.  However, knowing that retail alcohol store sales may have a seasonal pattern due to holidays being a reason for increased sales volume during certain times of the year, I will look at monthly data.  Time series analysis of the monthly data is useful if an insurance company audits sales figures or compares actual to projected figures on a monthly or quarterly basis.
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I will attempt to construct an ARIMA model for the monthly US retail alcohol store sales.

Model Specification

The table below shows the actual raw data of monthly US Retail Beer, Wine, and Liquor Store Sales (in millions) since 2000.  Looking at the numbers, one can see that the peak of alcohol store sales in a given year is in December and the nadir of alcohol store sales is nearly always in January.

Alcohol store sales are lowest in January and February and make a significant jump in March, most likely due to celebration of St. Patrick’s Day on March 17.  Sales in April usually come back down some from the March levels for most years.  Sales increase largely again in May in which Memorial Day weekend is at the end of the month.  Alcohol store sales in the summer months are fairly flat, but there is a peak in July between June and August.  Independence Day on July 4 can explain the peak in sales in July.  Sales continue to increase in October and November with Halloween and Thanksgiving, and the year ends with highest alcohol store sales in December, in which sales seem to increase nearly $1 billion over the November sales figures.  There are two major commercial holidays in December that contribute to the high volume of alcohol store sales in December: Christmas and New Year’s Eve.

	
	
	Monthly US Retail Beer, Wine, and Liquor Store Sales (in millions)
	
	

	
	
	
	
	
	
	
	
	
	
	

	
	2000
	2001
	2002
	2003
	2004
	2005
	2006
	2007
	2008
	

	January
	     1,931 
	     2,121 
	     2,125 
	     2,134 
	     2,308 
	     2,241 
	     2,459 
	     2,640 
	     2,830 
	

	February
	     1,987 
	     2,063 
	     2,121 
	     2,059 
	     2,232 
	     2,338 
	     2,557 
	     2,677 
	     2,976 
	

	March
	     2,203 
	     2,340 
	     2,379 
	     2,289 
	     2,411 
	     2,553 
	     2,796 
	     3,095 
	
	

	April
	     2,144 
	     2,244 
	     2,312 
	     2,348 
	     2,567 
	     2,664 
	     2,838 
	     2,959 
	
	

	May
	     2,371 
	     2,484 
	     2,583 
	     2,593 
	     2,702 
	     2,734 
	     3,070 
	     3,371 
	
	

	June
	     2,427 
	     2,540 
	     2,500 
	     2,450 
	     2,660 
	     2,808 
	     3,113 
	     3,486 
	
	

	July
	     2,477 
	     2,496 
	     2,582 
	     2,629 
	     2,886 
	     2,951 
	     3,178 
	     3,450 
	
	

	August
	     2,435 
	     2,532 
	     2,610 
	     2,678 
	     2,641 
	     2,819 
	     3,088 
	     3,427 
	
	

	September
	     2,371 
	     2,329 
	     2,310 
	     2,478 
	     2,639 
	     2,812 
	     3,068 
	     3,190 
	
	

	October
	     2,365 
	     2,423 
	     2,415 
	     2,659 
	     2,753 
	     2,831 
	     2,978 
	     3,228 
	
	

	November
	     2,562 
	     2,652 
	     2,617 
	     2,678 
	     2,792 
	     2,967 
	     3,210 
	     3,450 
	
	

	December
	     3,395 
	     3,559 
	     3,507 
	     3,681 
	     3,843 
	     4,184 
	     4,382 
	     4,611 
	
	


Viewing the monthly raw data of US Retail Beer, Wine, and Liquor Store sales in graph format, the peaks in sales for December months are clearly visible as well as the smaller peaks in July months.  The monthly data is, hence, highly seasonal.
The data series is not stationary.  We see in both the annual and the monthly data that the series is increasing over time.

[image: image2.emf]Monthly US Retail Beer, Wine, and Liquor Store Sales (in millions)
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The next graph is a correlogram of the Monthly US Retail Beer, Wine, and Liquor Store sales.  A correlogram is a plot of an autocorrelation function.  This plot is of the sample autocorrelation function.  The values of the sample autocorrelation function at given lags were determined using the sample autocorrelation function formula 16.23 in Econometric Models and Economic Forecasts, Fourth Edition.

The sample autocorrelation function does not drop off quickly, which is another test that shows the series is not stationary.  In order to model the time series data of monthly US retail beer, wine, and alcohol store sales, the data must be stationary.


The plot of the sample autocorrelation function shows the seasonal peaks already observed in the data – particularly for the 12, 24, and 36 month lags (this would be the “Decembers”).
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To try to de-seasonalize the data and get a stationary series, I will take a 12-month difference to obtain a new series.  The next graph shows plot of the 12-month difference (yt – yt-12) series sample autocorrelation function.
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The sample autocorrelation for the 12-month difference series (yt – yt-12) does not show strong seasonality, but the sample autocorrelation does not drop off quickly.  I would not conclude that the series is yet stationary.


I can first-difference the series (yt – yt-12) in an attempt to create a stationary series.  The sample autocorrelation function of the first-differenced series is shown here.
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The sample autocorrelation function for first-differenced yt – yt-12 does fall off quickly, and the value remains small.  Therefore, this series is both non-seasonal and stationary.  The original data series is a first-order homogeneous non-stationary time series.  I can use the first-difference series to construct a time series model ARIMA(p,d,q).
Model Estimation and Diagnostic Analysis

After examining the autocorrelation functions for moving average and autocorrelation time-series models in the text of Chapter 17 in Econometric Models and Economic Forecasts, Fourth Edition, I will attempt to fit the first-differenced series to an AR(2) and an AR(3) model.
I can intuitively eliminate MA models because the sample autocorrelation of the data for US Retail Beer, Wine, and Liquor store sales is not 0 after lag 1 as it would be for MA(1) or after lag 2 for MA(2).
AR(2) = ARIMA(2,1,0)
Using Yule-Walker equations, I can determine φ1 and φ2 in the AR(2) process equation yt = φ1yt-1 + φ2yt-2 + δ + εt.  The estimated values of φ1 and φ2 using the Yule-Walker equations are  -0.76401 and -0.43756.  Using regression analysis in Excel, the values of φ1 and φ2 are approximately -0.44252 and -0.77349, which are very close to the estimated values using the Yule-Walker Equations.  Since there is not an easy way to manually estimate δ, I will use the regression analysis estimates for φ1 and φ2 and δ.  The regression analysis estimate of δ is 6.228.  This implies that the mean μ of the process is 2.810.  This is a little less than the sample data mean of approximately 4.
AR(2) = yt = -0.77349 yt-1 + -0.44252 yt-2 + 6.228 + εt, where εt is white noise with mean 0. 
Because φ1 + φ2 < 1, the process is stationary.  
The graph below shows the actual first-differenced series compared to the forecasted time series determined from the AR(2) model.

[image: image6.emf]Actual vs. Forecasted AR(2)
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Here is the correlogram for AR(2):
[image: image7.emf]Autocorrelation Function for AR(2) Model of Monthly US Retail 
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The Box and Pierce Q-statistic for the first 8 lags is -5.337 and the degrees of freedom for the Chi-squared distribution is 6.  The Q-statistic is well below the critical value at the 5% significance level, indicating the model is a good fit of the data.  The probability that the residuals are white noise is at least 95%.
AR(3) = ARIMA(3,1,0)


For the AR(3) model, I will use regression analysis to estimate the parameters.  The estimates using regression analysis are φ1 = -0.7906, φ2 = -0.47224, φ3 = -0.03797, and δ = 6.447.  The mean of model is 2.801, which is very close to the mean of the AR(2) model and a little less than the sample data mean.  The time series process is:

AR(3) = yt = -0.7906 yt-1 + -0.47224 yt-2 + -0.03797 yt-3 + 6.447 + εt, where εt is white noise with mean 0.
Because φ1 + φ2 + φ3 < 1, the process is stationary.

The next graph shows the actual first-differenced series compared to the forecasted time series determined from the AR(3) model.

[image: image8.emf]Actual vs. Forecasted AR(3)
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This graph is the correlogram for the AR(3) process:

[image: image9.emf]Autocorrelation Function for AR(3) Model of Monthly US Retail 
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The Box and Pierce Q-statistic for the first 8 lags is -6.553 and the degrees of freedom for the Chi-squared distribution is 5.  The Q-statistic is still well below the critical value at the 5% significance level, indicating the model is a good fit of the data.  The probability that the residuals are white noise is at least 95%.
Model Evaluation
I have estimated two autoregressive time-series models to fit the data for US Retail Beer, Wine, and Liquor Store Sales.  This table shows a summary of the each model’s diagnostics:
	Model
	R2
	Q-statistic
	Degrees of Freedom
	Chi-Squared Critical value at 5% significance level
	Conclusion

	ARIMA(2,1,0)
	0.427
	-5.337
	6
	12.59
	Residuals are white noise process

	ARIMA(3,1,0)
	0.428
	-6.553
	5
	11.07
	Residuals are white noise process



We have seen that both models create a stationary series, and they both fit the data well.  In addition, the residuals of both models are from a white noise process.

The summary table above shows that the R2 value barely increases when increasing the number of the autoregressive parameters from 2 to 3.  This suggests that the AR(2) model may be sufficient to explain the data series.

Using the defined AR(2) and AR(3) models, actual de-seasonalized monthly US Retail Beer, Wine, and Liquor Store Sales were compared with the estimated de-seasonalized monthly US Retail Beer, Wine, and Liquor Store Sales based on the defined models.

Time period of data used to construct the models was from January 2002-December 2007.

[image: image10.emf]Model Comparison
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This model comparison shows that the two time-series models estimate de-seasonalized monthly sales similarly.  However, the estimated values are not very close to the actual values.  In early 2003, change in monthly sales from prior year month showed decreases (eg. sales in Feb. 2003 were less than sales in Feb. 2002).  For the most part, monthly sales tend to increase over prior-year month sales.  The time series models under-projected in 2004 months, over-projected in 2005 months, and under-projected again in 2006 months.  The 2007 projection in change in sales over prior-year month are much closer between modeled and actual for the beginning and end month of 2007.  The model evaluation suggests that the change in monthly sales of US Retail Beer, Wine, and Liquor Stores are more volatile than can be explained by AR(2) and AR(3), though there are some modeled estimates in the later months that are very close to actual.
Conclusion
This project examined the time series data for Monthly US Retail Beer, Wine, and Liquor Store sales.  Examining the raw data and the sample autocorrelation of the raw data suggested that a time series model could be constructed to fit the data.
First, it was necessary to de-seasonalize the data by creating a 12-month difference series, and then I needed to convert the raw data into a stationary series.  Creating a stationary series was accomplished by first-differencing the de-seasonlized data.

I fit two autoregressive time series models to the data: AR(2) and AR(3).  The models were developed and diagnostically tested to determine the appropriateness and the accuracy of each model.  Both models fit the data well according to Q-statistic diagnostics and actual stationary series data vs. forecasted data.  The increase in R2 was so slight for AR(3) over AR(2) that increasing the number of parameters in the autoregressive model is probably not necessary.  

Both models were then evaluated in their estimation of actual de-seasonalized sales of monthly US Retail Beer, Wine, and Liquor Store sales.  The model evaluation showed that the models project similar data points and one is not necessarily superior to the other.  For parsimony, I would pick a lower order auto-regressive time series model to explain data.  However, as discussed in the Model Evaluation section, neither model provided precise estimates of the actual data.  This may suggest that a more complex model is necessary to explain monthly US Retail Beer, Wine, and Liquor Store sales.  Many exogenous factors such as price of wheat, barley, and malt affecting price of alcohol, or new laws being passed to control sale of alcohol to minors, or increased legislation to ensure no drinking and driving and no open container laws could all contribute to changes in monthly sales.  These types of factors or others could require a more complex model.
Overall, the proposed time-series models explain generally the pattern of monthly US Retail beer, wine, and liquor store sales.  There are peaks in the estimations when we expect peaks, and there are valleys when we expect valleys.  The models do a good job of showing relative and directional changes from month to month, but I would not use these models to help my estimates of actual sales data when pricing or evaluating exposures for a P&C GL policy for a beer, wine, or liquor store.
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