Time Series Model for Percentage of Democrats in the U.S. House of Representatives
Introduction
The United States House of Representatives, one of two branches that comprise the United States Congress, was formed in 1789 in order to provide a voice for the people and a check on the executive branch of government.  As a result of the Great Compromise, representation in the House was given to states proportional to their population, while all states were granted equal representation in the Senate.  
Representatives serve 2 year terms before their seats come up for re-election, so the approval rating of the current political landscape can often be gauged by the shifting ratio of Democrats to Republicans in the House.  By contrast, Senate seats come up for re-election every 6 years, and there are far fewer representatives (100 to the House’s 435) in the Senate, only about a third of which are up for re-election in any given election year.  
Looking at the party representation over time gives us a window into public opinion and reaction to significant historical events.
Objective
This project works towards finding a good model for Democratic representation in the House of Representatives by fitting the data to different ARIMA models.  Data for the breakdown of House seats from 1900 to 2006 was collected from the MSN Encarta Online Encyclopedia1.  Data points are for every 2 years within this time period, capturing each time the House population shifts.  Results are in this way already de-seasonalized for comparison.

The data points will be graphed, and it will be determined whether there are any significant historical factors that would lead to separating the data into different eras for use.

The autocorrelations will then be calculated and graphed as a correlogram.  The correlogram will show us what sort of series we have, and based on this we can continue on to autoregression analysis.  Depending on the results of the correlation, we may have to take first or second differences and perform our analysis on these data points instead.  We will use this analysis to determine the model with the best fit for our data.
Methods
Data for House elections from 1900 to 2006 was used.  This totals 54 data points.  While this is a small number of data points, it is the most indicative data that we have for this demographic, and it captures data over a very long period of time.  This should be sufficient for our analysis.
In order to determine an appropriate model to use, we must first plot and analyze the data.  First we want to check if the data is stationary, as we will need a stationary model to continue our analysis. We can first check this by graphing the data itself.  This work was done in the attached Excel workbook, TS Project.xls.  The raw data was plotted on the Data tab, and is recreated below:
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This graph shows that the percentage of Democrats in the House fluctuated greatly in the first half of the 20th century.  This was a period marked by a divisiveness in the Republican party that lead to a 3rd place finish in President William Howard Taft’s bid for re-election in 1912, U.S. entry into World War I (1917-1918), the Great Depression (1929) and the resulting incredible popularity of Democratic President Franklin Delano Roosevelt’s New Deal in the face of Republican laissez-faire economics.  
Based on this history, it seems that this portion of the data is unlikely to fit a pattern and should be excluded from our analysis.  Instead, we may want to look at the data from 1938 onward, graphed below:
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This data appears to paint a much more consistent picture.  Around 1938, FDR’s social programs, deemed a success, were scaled back in the face of a prosperous economy, coming off of the recession of 1937.  Foreign affairs were becoming a much more important factor for the United States.  
Although the time period from 1938 to 2006 does include World War II, and a slight fluctuation can be seen in the graph above (dipping as the United States recovered from the War and dealt with various built up domestic issues) we seem to have avoided the dramatic swings that occurred from 1908 to 1936.  

We will use the time period from 1938 to 2006 for our analysis.  From this graph, we do appear to have a stationary process, but we will need to graph the autocorrelation function to be sure.
In order to graph the autocorrelation function, the exact formula was used in Excel for the calculations, on the Correlogram tab.  The graph is below: 
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If the autocorrelation function declines rapidly to zero as the lag increases, then we have a stationary process.  The graph shows a rapid decline to zero by lag 6.  However, we do see some oscillation in subsequent lags.  We will take first differences to see if we can improve on the stationarity of the process.  The resulting graph is below:
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Clearly this does not improve the stationarity of the process, and actually appears to add a seasonality factor by highlighting the differences between presidential election years and non presidential election years.  We will continue on with our original data, confident that we have the most stationary data that we can use.  As the data points in the first lags show a rapid geometric decline in the autocorrelation function and there does not appear to be any evidence of a moving average model in the autocorrelation function for the original data.
Modeling
We begin our analysis on the simplest autoregressive model, AR(1).  This analysis is done on the Modeling tab of the attached Excel worksheet, using the Data Analysis add-in.  Some of the summary output is below: 
[image: image5.emf]Regression Statistics

Multiple R 0.46230319

R Square 0.21372424

Adjusted R Square 0.18915312

Standard Error 5.85081348

Observations 34

ANOVA

df SS MS F

Regression 1 297.7565865 297.756587 8.698189594

Residual 32 1095.42459 34.2320184

Total 33 1393.181176

CoefficientsStandard Error t Stat P-value

Intercept 30.2348068 8.886699191 3.40225387 0.001811877

X Variable 1 0.46115446 0.156362275 2.94926933 0.005910259


Our estimated model is:

yt = 30.23 + .461yt-1
The x-intercept is significant, and the p-value (likelihood of rejecting a true null hypothesis) is small.   The adjusted R2 is not as large as we would like, but is somewhat expected due to the relatively small amount of data points, and the subject matter at hand.
We will now test whether an AR(2) model is a better fit for our data.  This is done in the attached worksheet, adjacent to the AR(1) model.  The results are below:
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Multiple R 0.497118171

R Square 0.247126476

Adjusted R Square 0.196934908

Standard Error 5.855273935

Observations 33

ANOVA

df SS MS F

Regression 2 337.6081659 168.804083 4.923665164

Residual 30 1028.526986 34.28423285

Total 32 1366.135152

Coefficients Standard Error t Stat P-value

Intercept 23.39291757 10.61438847 2.203887453 0.03534679

X Variable 1 0.348633757 0.177152588 1.96798569 0.058373115

X Variable 2 0.230468609 0.182229335 1.26471739 0.215709585


The beta for the 2 year lag does appear to be significant, however the p-value increased dramatically, and the adjusted R2 did not improve much from the AR(1) model.  Based on these observations, it seems that the AR(1) model is the best fit for our data.
Diagnostic Checking

Now that we believe we have found the best model, we will go through a series of diagnostic checks to ensure that our choice is reasonable.  Both the Durbin-Watson test and the Box and Pierce Test are good indicators of how well our model fits.
The Durbin-Watson Test checks for serial correlation, which means that the errors in one period are correlated with errors in the subsequent time period, and could lead to rejecting a null true null hypothesis.  The Durbin-Watson test was calculated manually in the attached Excel spreadsheet, using the residuals output from the Regression add-in.
The AR(1) and AR(2) results are also used to produce the corresponding Durbin-Watson statistics. 
The Durbin-Watson statistic for AR(1) has n=34 data points and estimated  dl = 1.39 and du = 1.51 at 95% for AR(1). The Durbin-Watson Statistic for our model is 2.21. This suggests that there is no serial correlation present.  
Satisfied with those results, we move on to the Box and Pierce Test.  In this test, we are looking to see if the residuals in our model form a white noise process.  If they do, this means that our model is a good fit.  The resulting Q statistic approximates a chi-squared distribution, which we will use to check our model.  This test was also performed manually in the Excel spreadsheet.  Using 31 observations, we get a Q statistic of 13.18.  Comparatively the chi-squared statistic at 5% significance is 43.77.  Since the Q statistic is lower, we can accept the null hypothesis that the residuals are generated by a white noise process.  
Since we have produced good results in both tests of the fit of our model, we can be satisfied in using an AR(1) model to approximate our data.
Conclusion
While it turned out in the end that an AR(1) model was a good fit for the data, the subject matter that we have studied is one that is vastly reactionary to events in U.S. politics, the economy, foreign affairs, etc., and the risk of potential spikes in the data is great.  Due to the nature of the election process, the number of past (and future) data points is not really large enough to provide fodder for a perfect model.  What we can hope for is to create a model that will capture the overall movement of the data over time, and not necessarily capture future data points perfectly.

I believe that this is an interesting project because it does show that we were able to fit a model over time despite the very discrete events that can cause big changes in the electorate and their voting patterns.  On a non statistical note, it was interesting to see the very real and swift effects of the Great Depression, FDR, and yes, even the Clinton years, over which the Democratic Party lost its majority in the House for the first time in forty years.  Similarly, it has taken a Republican-controlled White House to give the majority back to the Democrats again in 2006, showing us the effects of the divisive politics of the last two administrations.  This sort of flipping with the White House does not appear to be present in prior data.  

With Congressional approval ratings hovering around 20%, it will be interesting to see what the 2008 elections bring us, and thus far there have been no significant independent events to contradict the idea that this coming election could be modeled with the AR(1) process we have developed, though in practice we would absolutely need a more complex model in order to best predict results.
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