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Dissolved oxygen analysis measures the amount of gaseous oxygen (O2) dissolved in an aqueous solution. Dissolved oxygen (DO) is one of the best indicators of the health of an aquatic system as oxygen is a necessary element to all forms of life. The warmer the water, the less oxygen can be dissolved in the water. Therefore, DO concentrations at one location are usually lower in the summer than in the winter. In addition, DO concentrations also change and vary according to atmospheric pressure, types and activity levels of organisms present. 
The seasonal variations of DO concentration suggest that it is a good candidate for time series analysis on seasonality adjustments. In this project, I analyzed the monthly DO concentration for Long Island Sound from 1995 to 2006. The goal of this project is to find the optimal method of adjusting for seasonality in order to produce a white noise process. In addition to analyze the initial time series, four different seasonality adjustments were performed: 
(1) Monthly First Differences: 
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(2) Annual First Differences: 
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(3) Multiplicative Seasonality Adjustment: 
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(4) Additive Seasonality Adjustment: 
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Where 
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Value of the long-term secular trend in series
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(Long-term) cyclical component
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 Irregular component

To test whether the time series is a white noise process, I first calculated and plotted the autocorrelation function for 50 lags. According to Bartlett, if a time series has been generated by a white noise process, the sample autocorrelation coefficients are distributed approximately according to a normal distribution with mean 0 and standard deviation
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 where T is the number of observations. I then used the Q statistic to test the joint hypothesis that all the autocorrelation coefficients are zero. According to Box and Pierce, the Q statistic
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is approximately distributed as chi square with K degree of freedom. If the calculated value of Q is greater than the critical value, then we reject the null hypothesis that we have a white noise process. Otherwise, we accept the null hypothesis that we have a white noise process. For chi square with 50 degrees of freedom, the critical values at different significance levels are shown below:
	Significance Level
	Critical Value

	.05
	67.50

	.01
	76.15

	.001
	86.66


Table 1. Chi Square Statistic with 50 Degrees of Freedom
The results for the analyses are discussed below.

Initial Time Series
The initial time series is analyzed in Tab Initial of the Excel file. The time series (Figure 1) and sample autocorrelations (Figure 2) exhibit strong annual seasonality with positive peaks at k = 12, 24, 36 and negative peaks at k = 6, 18, 30. We reject the null hypothesis that the time series is a white noise process based on the very large Q statistic (~1896.94). 
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Figure 1. DO Concentrations in Long Island Sound
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Figure 2. DO: sample autocorrelation function

Monthly First Difference: 
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The Monthly First Difference is analyzed in Tab Monthly of the Excel file. The sample autocorrelations (Figure 3) still exhibit seasonality with dampened effect as the peaks are smaller. We reject the null hypothesis that the time series is a white noise process since the Q statistic (~638.81) is still quite large. 
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Figure 3. DO – Monthly First Difference: sample autocorrelation function

Annual First Difference: 
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The Annual First Difference is analyzed in Tab Annual of the Excel file. As shown in Figure 4, the majority of the sample autocorrelations coefficients are smaller than .17 (
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). The Q statistic of ~74.06 is significantly smaller compared to those of the initial time series and Monthly First Difference. However, it is still greater than the critical value of 67.50. We are 95% sure that the true autocorrelation coefficients are not all zero.  Therefore, we still reject the null hypothesis that the time series is a white noise process. 
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Figure 4. DO – Annual First Difference: sample autocorrelation function
Multiplicative Seasonality Adjustment: 
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The Multiplicative Seasonality Adjustment is analyzed in Tab Multiplicative of the Excel file. The combined long-term trend and cyclical components 
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are estimated by the moving average of length 12 of original data.  The seasonal and irregular fluctuations 
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).  The irregular component I is removed by averaging the estimates of 
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across all observations in that month to get the seasonal indices.  Final seasonal indices are computed by multiplying the indices by a factor that brings their sum to 12 (Table 2). The seasonally adjusted data is then obtained by dividing seasonal indices from the original data.  
	Season
	Index

	January
	1.329

	February
	1.608

	March
	1.620

	April
	1.398

	May
	1.110

	June
	0.821

	July
	0.413

	August
	0.243

	September
	0.404

	October
	0.823

	November
	1.028

	December
	1.203


Table 2. Seasonal Indices: Multiplicative Seasonality Adjustment
As shown in Figure 5, the majority of the sample autocorrelations coefficients are smaller than .16 (
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). The Q statistic of ~77.19 is significantly smaller compared to those of the initial time series and Monthly First Difference, and comparable to that of the Annual First Difference. However, it is still greater than the critical value of 67.50. We are 95% sure that the true autocorrelation coefficients are not all zero.  Therefore, we still reject the null hypothesis that the time series is a white noise process.
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Figure 5. DO – Multiplicative Seasonality Adjustment: sample autocorrelation function
Additive Seasonality Adjustment: 
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The Additive Seasonality Adjustment is analyzed in Tab Additive of the Excel file. The combined long-term trend and cyclical components 
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are estimated by the moving average of length 12 of original data.  The seasonal and irregular fluctuations 
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are obtained by subtracting the estimate of 
[image: image30.wmf]C

L

+

from the original data 
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).  The irregular component I is removed by averaging the estimates of 
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across all observations in that month to get the seasonal indices.  Final seasonal indices are computed by subtracting the indices by a factor that brings their sum to 0 (Table 3). The seasonally adjusted data is then obtained by subtracting seasonal indices from the original data.  
	Season
	Index

	January
	2.511

	February
	4.649

	March
	4.740

	April
	3.059

	May
	0.841

	June
	-1.373

	July
	-4.503

	August
	-5.784

	September
	-4.538

	October
	-1.359

	November
	0.207

	December
	1.549


Table 3. Seasonal Indices: Additive Seasonality Adjustment
As shown in Figure 6, the majority of the sample autocorrelations coefficients are smaller than .16 (
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). The Q statistic of ~53.21 is smaller than the critical value of 67.50. We are 95% sure that the true autocorrelation coefficients are all zero.  Therefore, we do not reject the null hypothesis that the time series is a white noise process. 
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Figure 6. DO – Additive Seasonality Adjustment: sample autocorrelation function

In conclusion, I summarized the seasonality adjustment results for dissolved oxygen in Long Island Sound (Table 4). Different methods can be used to deseasonalize data. Sometimes, a simple method, such as Annual First Difference, is sufficient to remove seasonal variations. Of the four methods presented in this project, the optimal one for seasonality adjustment is the additive method. 
	Seasonality Adjustment
	Q Statistic
	Null Hypothesis
	White Noise Process

	Initial Time Series
	1896.94
	Reject
	No

	Monthly First Difference
	638.81
	Reject
	No

	Annual First Difference
	74.06
	Reject
	No

	Multiplicative Model
	77.19
	Reject
	No

	Additive Model
	53.21
	Don not reject
	Yes


Table 4. Summary of the Seasonality Adjustments
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