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A Regression Analysis of the Effect of the Designated Hitter
on Winning Percentages in Major League Baseball
“A hitter may be designated to bat for the starting pitcher and all subsequent pitchers in any game without otherwise affecting the status of the pitcher(s) in the game.”

 – Rule 6.10(b), Official Baseball Rules

“I can’t think of anything more boring than to see a pitcher come up, when the average pitcher can’t hit my grandmother. Let's have a permanent pinch-hitter for the pitcher.”

– Former A’s Owner Charlie O. Finley
“Baseball is simply a better game without the DH.”

– Sports Announcer Bob Costas
Executive Summary

Since the start of the 1973 season, the two leagues of Major League Baseball have played under a set of rules that differ in one major respect.  For the past 36 seasons, the American League has allowed for the use of a designated hitter in place of the pitcher, creating a game that, depending on your point of view, either creates a more entertaining product for fans or diminishes the inherent strategies of the sport.  The normative question of “Is baseball a better game with or without the designated hitter?” is left for the Finleys and Costases of the sports world.  The positive question of, “Is baseball a different game with or without the designated hitter?”, however, can be answered through the techniques of regression analysis.

Specifically, this student project addresses the following questions:

Is a team’s winning percentage described by the same regression equation regardless of league affiliation, or should we reject the hypothesis that the same regression equation is appropriate for both leagues?  (In this case, league affiliation is a proxy for use of the designated hitter rule.)  In more formal language, did the introduction of the designated hitter rule have a statistically significant effect on the independent variables that explain a team’s winning percentage?

Using data from the 1963 through 1982 seasons (the final decade prior to use of the designated hitter and the first decade including the DH), and a model that utilizes four independent variables, it will be shown that the regression equations for each league were not significantly different between leagues for the pre-DH decade, but were significantly different in the 10 years after the adoption of the DH rule.  Prior to the DH, there was no difference in the explanation of a team’s winning percentage.  With the DH rule in effect, however, the American and National Leagues were, in fact, playing a different game.
Data
Data for this project were obtained from the database of baseball statistics maintained by Sean Lahman’s Baseball Archive at http://www.baseball1.com.  Data in the regressions below are for the Major League Baseball seasons 1963 through 1982 (inclusive), which represents the 10 seasons prior to the American League’s adoption of the designated hitter rule in 1973 and the 10 years subsequent to that league’s rule change.  In all regressions, the dependent variable is a team’s single-season winning percentage, which is defined as the result of dividing a team’s wins in a given year by the total of that team’s wins and losses.
  The independent variables (with abbreviations in parentheses) are as follows:

· Runs per Game (RUN)
· At Bats per Game (AB)
· Hits per Game (HIT)
· Home Runs per Game (HR)
· Walks per Game (BB)
· Strikeouts per Game (SO)
· Stolen Bases per Game (SB)
· Errors per Game (ERR)
Each observation in the regressions of this project is the set of single-season averages for one team in a given year.  Note that per-game averages are used instead of raw totals to mitigate differences in games played during a single season from team to team and year to year.  (For example, labor disputes in 1972 and 1981 caused those Major League seasons to be shortened from their prescribed 162 games per team.)  Normalizing the data on a per-game basis also allows us to compare a per-game dependent variable (winning percentage could be equivalently described as wins per game) with per-game independent variables.
Model Selection
(Note: The Regression Analysis Tool from the Data Analysis ToolPak of Microsoft Excel was used for all regression calculations shown below.  The spreadsheet of results is included with this memorandum.)

In order to determine the final form of the regression model to use when comparing leagues and decades, winning percentage was regressed on the eight independent variables listed above using a single-equation, multiple regression model incorporating data from National League teams playing in the 10 seasons from 1973 through 1982.  The results of this regression are shown below in Table 1.
	Table 1. National League 8-Variable Regression, 1973-82
WIN = 1.142 + 0.071RUN – 0.038AB + 0.051HIT + 0.021HR + 0.014BB - 0.015SO + 0.028SB – 0.120ERR

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.797666984
	
	
	
	
	

	R Square
	0.636272618
	
	
	
	
	

	Adjusted R Square
	0.610058032
	
	
	
	
	

	Standard Error
	0.043839756
	
	
	
	
	

	Observations
	120
	
	
	
	
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	1.142464321
	0.390966376
	2.922154923
	0.004212816
	0.367738371
	1.917190271

	Runs/Game
	0.070592007
	0.030916629
	2.283302171
	0.024316307
	0.009328644
	0.13185537

	AB/Game
	-0.0375638
	0.015541303
	-2.417030315
	0.017277036
	-0.068359928
	-0.006767672

	Hits/Game
	0.051048315
	0.029725371
	1.717331452
	0.088707413
	-0.007854491
	0.10995112

	Home Runs/Game
	0.02143097
	0.036816357
	0.582104582
	0.561676694
	-0.051523097
	0.094385037

	Walks/Game
	0.014489584
	0.014146438
	1.024256716
	0.307941056
	-0.013542526
	0.042521695

	Strikeouts/Game
	-0.014968482
	0.01150251
	-1.30132308
	0.195842486
	-0.037761472
	0.007824509

	Stolen Bases/Game
	0.027610356
	0.016507949
	1.672549166
	0.097232482
	-0.005101246
	0.060321958

	Errors/Game
	-0.12021372
	0.034227126
	-3.512235348
	0.00064371
	-0.188037052
	-0.052390388


There are no surprising results in the baseline regression equation above.  As expected, the more runs, hits, home runs, walks and stolen bases that a team averages per game, the higher that team’s winning percentage will be in a given year.  Conversely, winning percentage decreases when strikeouts and errors increase.  A team’s at-bats per game is the least intuitive statistic in our regression – the equation indicates that for every additional at-bat per game that a team averages, that team’s winning percentage decreases by nearly four percent.  This makes sense, however, when considering that on many occasions, a victorious home team will need to bat in only eight out of the nine innings played.
Our baseline R2 statistic is .6363 and the Adjusted R2 is .6101.  This initial table of results suggests that the first independent variable that should be eliminated is home runs per game, given its P-value of .5617 (the highest among all the variables).  Although we will initially only eliminate one variable at a time, it is worth noting the fact that a 95 percent confidence interval for the coefficients’ true values includes zero for no fewer than five of the eight independent variables.
	Table 2. National League 7-Variable Regression, 1973-82
WIN = 1.131 + 0.082RUN – 0.037AB + 0.045HIT + 0.012BB - 0.013SO + 0.025SB – 0.121ERR

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.79697069
	
	
	
	
	

	R Square
	0.63516228
	
	
	
	
	

	Adjusted R Square
	0.612359923
	
	
	
	
	

	Standard Error
	0.043710168
	
	
	
	
	

	Observations
	120
	
	
	
	
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	1.131110342
	0.389325288
	2.905309202
	0.004422003
	0.359712214
	1.90250847

	Runs/Game
	0.081861456
	0.024033411
	3.406152232
	0.000915694
	0.034242335
	0.129480577

	AB/Game
	-0.036677334
	0.015420793
	-2.378433674
	0.019079224
	-0.067231658
	-0.00612301

	Hits/Game
	0.045403294
	0.028015947
	1.620623235
	0.107910634
	-0.010106711
	0.100913299

	Walks/Game
	0.012101754
	0.013498621
	0.896517796
	0.37189923
	-0.014644032
	0.038847539

	Strikeouts/Game
	-0.013112502
	0.011019113
	-1.189978031
	0.236571373
	-0.034945461
	0.008720457

	Stolen Bases/Game
	0.024861824
	0.015771516
	1.576375071
	0.117759866
	-0.006387412
	0.05611106

	Errors/Game
	-0.121223181
	0.034082122
	-3.556796747
	0.000551473
	-0.188752534
	-0.053693827


Table 2 shows the results of the seven-variable regression after the removal of the home runs per game variable.  The R2 statistic has decreased to .6352, but the Adjusted R2 statistic has increased to .6124, indicating that the elimination of the home runs-per-game variable was correct.  Further, an examination of P-values shows that the next independent variable to be eliminated is walks per game.
	Table 3. National League 6-Variable Regression, 1973-82
WIN = 1.228 + 0.096RUN – 0.037AB + 0.035HIT - 0.015SO + 0.025SB – 0.118ERR

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.795326411
	
	
	
	
	

	R Square
	0.6325441
	
	
	
	
	

	Adjusted R Square
	0.613033168
	
	
	
	
	

	Standard Error
	0.043672194
	
	
	
	
	

	Observations
	120
	
	
	
	
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	1.228004583
	0.373698098
	3.286087328
	0.001353636
	0.487641275
	1.968367891

	Runs/Game
	0.095835434
	0.018277598
	5.243327593
	7.42747E-07
	0.059624217
	0.132046651

	AB/Game
	-0.037315791
	0.015390958
	-2.42452692
	0.016913333
	-0.067808054
	-0.006823529

	Hits/Game
	0.035202844
	0.025579275
	1.376225236
	0.171473095
	-0.015474312
	0.08588

	Strikeouts/Game
	-0.014592888
	0.010885221
	-1.340614729
	0.182734521
	-0.036158473
	0.006972698

	Stolen Bases/Game
	0.025426257
	0.015745254
	1.614852182
	0.10913159
	-0.005767929
	0.056620444

	Errors/Game
	-0.117597817
	0.033811972
	-3.477993417
	0.000718229
	-0.184585431
	-0.050610204


Table 3 shows that once again the R2 statistic falls (this time to .6325) while the Adjusted R2 statistic rises (.6130), indicating the proper elimination of walks per game.  As an aside, it is interesting to note that although more home runs (directly) and more walks (indirectly) lead to more runs and, presumably, more wins, neither is a significant predictor of a team’s winning percentage.  Thus far in our analysis, it is more important to avoid striking out and avoid making errors in order to win more games.
A comparison of P-values in Table 3 indicates that strikeouts per game should be the next variable to be eliminated from the regression equation.  Note, however, that although the 95 percent confidence interval for the coefficients’ true values includes zero for three of the remaining six independent variables, no variable has a t-statistic with an absolute value less than 1 (a common indicator of non-significance).
	Table 4. National League 5-Variable Regression, 1973-82
WIN = 1.318 + 0.084RUN – 0.045AB + 0.052HIT + 0.023SB – 0.124ERR

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.791643714
	
	
	
	
	

	R Square
	0.62669977
	
	
	
	
	

	Adjusted R Square
	0.610326953
	
	
	
	
	

	Standard Error
	0.043824637
	
	
	
	
	

	Observations
	120
	
	
	
	
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	1.318294818
	0.368861994
	3.573951339
	0.000516714
	0.587582072
	2.049007564

	Runs/Game
	0.084341846
	0.016198461
	5.206781386
	8.6077E-07
	0.05225282
	0.116430871

	AB/Game
	-0.044794006
	0.014394592
	-3.111863444
	0.002349933
	-0.073309581
	-0.01627843

	Hits/Game
	0.051660913
	0.022519068
	2.294096411
	0.02361649
	0.007050814
	0.096271012

	Stolen Bases/Game
	0.022854464
	0.015682503
	1.457322498
	0.147776516
	-0.008212452
	0.05392138

	Errors/Game
	-0.124135076
	0.033575288
	-3.697215558
	0.000336751
	-0.19064746
	-0.057622692


Once again, the removal of one of the independent variables causes the R2 statistic to decrease, this time from .6325 to .6267 as shown in Table 4.  For the first time, however, the Adjusted R2 also decreases (from .6130 to .6103), indicating that strikeouts per game was a statistically significant independent variable that should not have been eliminated.  Further, the behavior of the R2 and Adjusted R2 statistics indicate that the removal of any other single variable would likely cause the same result.

At this point, we could stop and use a six-variable regression model for our analysis below.  However, the principle of parsimony requires that the simplicity of a model be taken into consideration.  In this case, we would like to utilize a regression model with fewer than six variables – a model that contains justifiable simplicity while retaining its explanatory power.
In order to select a simpler model, we test whether a given set of independent variables can be assumed to each equal zero in combination with each other.  The test statistic given by Equation 5.20 in the Econometric Models text (shown below) is calculated for regression models restricted to three, four, five and six variables with the restricted independent variables selected by highest P-value using the same method as above.
(ESSR – ESSUR) / q

ESSUR / (N – k)

The results of these tests are shown below in Table 5.

	Table 5. National League, 1973-82
Comparison of Restricted vs. Unrestricted Models for 3-, 4-, 5- and 6-Variable Regressions

	Restricted Model 
	6-Variable
	5-Variable
	4-Variable
	3-Variable

	Number of independent variables and intercept, k
	9
	9
	9
	9

	Number of restricted variables, q
	2
	3
	4
	5

	Restricted Variables (Coefficients assumed to be 0)
	HR, BB
	HR, BB, SO
	HR, BB, SO, SB
	HIT, HR, BB, SO, SB

	Number of observations, N
	120
	120
	120
	120

	Error Sum of Squares, Restricted Model, ESSR
	0.2155
	0.2189
	0.2230
	0.2372

	Error Sum of Squares, Unrestricted Model, ESSUR
	0.2133
	0.2133
	0.2133
	0.2133

	

	Test Statistic
	0.57
	0.97
	1.26
	2.48

	Critical F Statistic Value at 5% Significance Level
	3.07
	2.68
	2.45
	2.29

	Critical F Statistic Value at 1% Significance Level
	4.79
	3.95
	3.48
	3.17


As expected for the model restricted to six variables, the test allows us to conclude that we cannot reject the null hypothesis that HR = BB = 0, which is the same conclusion drawn from prior analysis.  However, the difference lies in the results when the model is restricted to five and four variables.  Neither the null hypothesis that HR = BB = SO = 0 (in the five-variable case) nor the null hypothesis that HR = BB = SO = SB = 0 (in the four-variable case) can be rejected at the 5% significance level.  In fact, the null hypothesis for the three-variable case can be rejected at the 5% significance level, but not at the 1% significance level.  Because we wish to use the fewest variables that are not rejected at either significance level, we select the four-variable regression model with at-bats per game, runs per game, hits per game and errors per game as the independent variables explaining a team’s single-season winning percentage.
Table 6 below shows the results for the chosen four-variable regression, including the residual (error) sum of squares that will be used to compare the two leagues in each of the two decades under consideration.
	Table 6. National League 4-Variable Regression, 1973-82
WIN = 1.404 + 0.083RUN – 0.048AB + 0.059HIT – 0.133ERR

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.787239029
	
	
	
	
	

	R Square
	0.619745289
	
	
	
	
	

	Adjusted R Square
	0.606519038
	
	
	
	
	

	Standard Error
	0.044038245
	
	
	
	
	

	Observations
	120
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	4
	0.363493355
	0.090873339
	46.85721574
	2.61933E-23
	

	Residual
	115
	0.223027207
	0.001939367
	
	
	

	Total
	119
	0.586520563
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	1.404118181
	0.36590531
	3.83738127
	0.000203697
	0.679330209
	2.128906154

	Runs/Game
	0.082738618
	0.016239832
	5.094795128
	1.38222E-06
	0.050570637
	0.114906599

	AB/Game
	-0.048376849
	0.01425222
	-3.394337856
	0.000944672
	-0.076607752
	-0.020145945

	Hits/Game
	0.059366797
	0.021996157
	2.698962253
	0.008004316
	0.015796645
	0.10293695

	Errors/Game
	-0.132645291
	0.033224713
	-3.992368305
	0.000115616
	-0.198457051
	-0.066833531


Before proceeding to the analysis of different eras, a few things should be noted regarding the potential multicollinearity of the selected model.  While there is no exact linear relationship among any of the variables in the regression, some pairs of variables would be expected to show higher collinearity than others.  For example, a team’s errors and at bats have only a weak relationship (one could stretch to make an argument that committing fewer errors leads to fewer runs allowed and, thus, a lesser need to bat in all nine innings) while a team’s at bats and hits are more directly related, because by rule every hit is an official at bat (but not vice versa).  A high F statistic with few statistically significant t statistics is one indicator of multicollinearity, but Table 6 shows that this is not the case with these variables.

Analysis
Now that the model has been selected, we may proceed to answer the main question posed for the project – that is, did the introduction of the designated hitter to the American League in 1973 cause the teams in each league to win in different ways?
We start by considering the decade prior to the adoption of the designated hitter rule to see whether or not teams in the two leagues already had single-season winning percentages that could not be explained by the same regression equation (that is, were the teams in each league already “winning in different ways?”)  Four-variable regressions were performed for each individual league and for both leagues in aggregate for the 1963 through 1972 seasons and are shown in Tables 7-9 below.
	Table 7. American League 4-Variable Regression, 1963-72

WIN = 1.165 + 0.107RUN – 0.025AB – 0.005HIT – 0.244ERR

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.721735943
	
	
	
	
	

	R Square
	0.520902772
	
	
	
	
	

	Adjusted R Square
	0.502297054
	
	
	
	
	

	Standard Error
	0.05423489
	
	
	
	
	

	Observations
	108
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	4
	0.329403161
	0.08235079
	27.99691915
	9.68895E-16
	

	Residual
	103
	0.302966599
	0.002941423
	
	
	

	Total
	107
	0.63236976
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	1.164950224
	0.449230015
	2.593215468
	0.010891279
	0.274008467
	2.055891981

	Runs/Game
	0.106543303
	0.019312209
	5.516888553
	2.5818E-07
	0.068242093
	0.144844513

	AB/Game
	-0.024963562
	0.017123816
	-1.457827076
	0.147930567
	-0.058924612
	0.008997487

	Hits/Game
	-0.004675338
	0.026623103
	-0.175612049
	0.860943519
	-0.057475981
	0.048125306

	Errors/Game
	-0.244218756
	0.048834958
	-5.000900299
	2.35302E-06
	-0.341071375
	-0.147366138


	Table 8. National League 4-Variable Regression, 1963-72

WIN = 1.323 + 0.045RUN – 0.043AB – 0.071HIT – 0.171ERR

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.692568575
	
	
	
	
	

	R Square
	0.479651231
	
	
	
	
	

	Adjusted R Square
	0.459443512
	
	
	
	
	

	Standard Error
	0.054425365
	
	
	
	
	

	Observations
	108
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	4
	0.281236034
	0.070309009
	23.73604005
	6.29703E-14
	

	Residual
	103
	0.305098401
	0.00296212
	
	
	

	Total
	107
	0.586334436
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	1.322500479
	0.542985698
	2.435608309
	0.016584232
	0.245616441
	2.399384516

	Runs/Game
	0.04513945
	0.016390861
	2.753940211
	0.00696207
	0.012632045
	0.077646855

	AB/Game
	-0.04290841
	0.020367976
	-2.106660468
	0.037576272
	-0.083303486
	-0.002513334

	Hits/Game
	0.071316744
	0.024525946
	2.907808126
	0.004458147
	0.022675317
	0.119958171

	Errors/Game
	-0.169634205
	0.044341669
	-3.825616129
	0.000223896
	-0.257575445
	-0.081692964


In the American League regression, the estimated hits per game coefficient is 0.005 and that variable’s t-statistic is -0.176, which suggests that hits per game is not a significant variable.  At bats per game also has a t-statistic that is less than 1.5 in magnitude while runs per game and errors per game are each greater than 5.0 in absolute value.  By comparison, the National League t-statistics reside in a much narrower range of magnitudes from 2.1 to 3.8.  The results of Table 7 and Table 8 may lead us to believe that separate regression equations are needed for each league.  This, however, is not the case.
	Table 9. Both Leagues 4-Variable Regression, 1963-72

WIN = 1.128 + 0.068RUN – 0.032AB + 0.044HIT – 0.197ERR

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.693730885
	
	
	
	
	

	R Square
	0.481262541
	
	
	
	
	

	Adjusted R Square
	0.471428656
	
	
	
	
	

	Standard Error
	0.054737093
	
	
	
	
	

	Observations
	216
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	4
	0.586516682
	0.14662917
	48.93920546
	4.37601E-29
	

	Residual
	211
	0.632187521
	0.002996149
	
	
	

	Total
	215
	1.218704203
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	1.128454642
	0.341429928
	3.305084142
	0.00111562
	0.455403863
	1.801505421

	Runs/Game
	0.068493816
	0.012048102
	5.685029578
	4.31853E-08
	0.044743747
	0.092243886

	AB/Game
	-0.032336362
	0.01304944
	-2.47798855
	0.013997299
	-0.058060339
	-0.006612385

	Hits/Game
	0.043687112
	0.016900478
	2.584963106
	0.010412759
	0.010371697
	0.077002528

	Errors/Game
	-0.196899816
	0.031630616
	-6.224975778
	2.56056E-09
	-0.259252319
	-0.134547314


	Table 10. Chow Test for American League vs. 

National League 4-Variable Regression, 1963-72

	Number of independent variables and intercept, k
	5

	Number of observations, American League, N
	108

	Number of observations, National League, M
	108

	Degrees of freedom, unrestricted regression, N + M - 2k
	206

	Error Sum of Squares, Restricted Model, ESSR 
	0.632188

	Error Sum of Squares, American League, ESSAL
	0.302967

	Error Sum of Squares, National League, ESSNL
	0.305098

	Error Sum of Squares, Unrestricted Model, ESSUR = ESSAL + ESSNL
	0.608065

	  

	Test Statistic
	1.63

	Critical F Statistic Value at 5% Significance Level
	2.21

	Critical F Statistic Value at 1% Significance Level
	3.02


Table 9 above gives results from the regression combining the data from both leagues for the period in question.  Table 10 shows the results of a Chow Test with the null hypothesis that the regression equations that explain each league’s single-season team winning percentage are identical.  The appropriate F statistic for the Chow Test (with k and N + M – 2k degrees of freedom) is given by Equation 5.25 in the Econometric Models text and is

(ESSR – ESSUR) / k
ESSUR / (N + M – 2k)

The outcome of the Chow Test is an F-statistic of 1.63, which is less than the critical value at either the 5% or 1% significance levels (2.21 and 3.02, respectively).  Thus, we cannot reject the null hypothesis of identical regression equations.  We conclude that, in the 10 years prior to the designated hitter rule, a team’s winning percentage was explained by the same combination of factors, regardless of league affiliation.

In order to test for a change in this relationship from the final pre-DH decade to the first post-DH decade, we repeat the above steps to create four-variable regression results for the American League, National League and both leagues for the seasons from 1973 through 1982.  (Table 12 below repeats the results of Table 6 above with additional data on the regression’s sums of squares.)  The results are in Tables 11-13 below.
	Table 11. American League 4-Variable Regression, 1973-82
WIN = 0.714 + 0.121RUN – 0.014AB + 0.014HIT – 0.173ERR

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.779916638
	
	
	
	
	

	R Square
	0.608269963
	
	
	
	
	

	Adjusted R Square
	0.595932009
	
	
	
	
	

	Standard Error
	0.047245164
	
	
	
	
	

	Observations
	132
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	4
	0.440177596
	0.110044399
	49.300716
	5.65767E-25
	

	Residual
	127
	0.283477398
	0.002232105
	
	
	

	Total
	131
	0.723654994
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	0.714203703
	0.391764816
	1.823041972
	0.070648999
	-0.061028158
	1.489435563

	Runs/Game
	0.120664061
	0.014962071
	8.064663116
	4.72371E-13
	0.091056823
	0.150271299

	AB/Game
	-0.013646082
	0.014623219
	-0.933179052
	0.352498296
	-0.042582793
	0.015290629

	Hits/Game
	-0.013725894
	0.020071672
	-0.683844083
	0.495319478
	-0.05344411
	0.025992322

	Errors/Game
	-0.173270548
	0.034981184
	-4.953250012
	2.27823E-06
	-0.242491997
	-0.1040491


	Table 12. National League 4-Variable Regression, 1973-82
WIN = 1.404 + 0.083RUN – 0.048AB + 0.059HIT – 0.133ERR

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.787239029
	
	
	
	
	

	R Square
	0.619745289
	
	
	
	
	

	Adjusted R Square
	0.606519038
	
	
	
	
	

	Standard Error
	0.044038245
	
	
	
	
	

	Observations
	120
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	4
	0.363493355
	0.090873339
	46.85721574
	2.61933E-23
	

	Residual
	115
	0.223027207
	0.001939367
	
	
	

	Total
	119
	0.586520563
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	1.404118181
	0.36590531
	3.83738127
	0.000203697
	0.679330209
	2.128906154

	Runs/Game
	0.082738618
	0.016239832
	5.094795128
	1.38222E-06
	0.050570637
	0.114906599

	AB/Game
	-0.048376849
	0.01425222
	-3.394337856
	0.000944672
	-0.076607752
	-0.020145945

	Hits/Game
	0.059366797
	0.021996157
	2.698962253
	0.008004316
	0.015796645
	0.10293695

	Errors/Game
	-0.132645291
	0.033224713
	-3.992368305
	0.000115616
	-0.198457051
	-0.066833531


	Table 13. Both Leagues 4-Variable Regression, 1973-82
WIN = 0.896 + 0.099RUN – 0.023AB + 0.010HIT – 0.154ERR

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.751907478
	
	
	
	
	

	R Square
	0.565364856
	
	
	
	
	

	Adjusted R Square
	0.55832623
	
	
	
	
	

	Standard Error
	0.048015199
	
	
	
	
	

	Observations
	252
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	4
	0.74072737
	0.185181843
	80.32318672
	1.44075E-43
	

	Residual
	247
	0.569448462
	0.002305459
	
	
	

	Total
	251
	1.310175832
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	0.895876329
	0.278761568
	3.213772747
	0.001484432
	0.346823448
	1.44492921

	Runs/Game
	0.098917053
	0.011474292
	8.620754215
	8.11244E-16
	0.076317118
	0.121516988

	AB/Game
	-0.022560453
	0.010556594
	-2.137095895
	0.033572776
	-0.043352876
	-0.001768031

	Hits/Game
	0.01003672
	0.015347586
	0.653960849
	0.513745412
	-0.020192111
	0.040265552

	Errors/Game
	-0.153733981
	0.024969793
	-6.15679841
	2.98425E-09
	-0.202914853
	-0.10455311


Once again, the magnitudes of the t-statistics in the National League regression are within a much narrower range than those of the American League regression.  Also similar to the 1963-72 results, hits per game and at bats per game appear to be statistically insignificant in the American League, given that each variable’s t-statistic is less than 1 in absolute value.  The National League intercept (1.404) is nearly twice as large as the American League intercept (0.714).  However, the combination of variables in each league explains slightly more than 60% of the dependent variable regardless of league.
Are these differences statistically significant?  The answer, as seen in Table 14 below, is a resounding “yes.”

	Table 14. Chow Test for American League vs. 
National League 4-Variable Regression, 1973-82

	Number of independent variables and intercept, k
	5

	Number of observations, American League, N
	132

	Number of observations, National League, M
	120

	Degrees of freedom, unrestricted regression, N + M - 2k
	242

	Error Sum of Squares, Restricted Model, ESSR 
	0.5694

	Error Sum of Squares, American League, ESSAL
	0.2835

	Error Sum of Squares, National League, ESSNL
	0.2230

	Error Sum of Squares, Unrestricted Model, ESSUR = ESSAL + ESSNL
	0.5065

	  

	Test Statistic
	6.01

	Critical F Statistic Value at 5% Significance Level
	2.21

	Critical F Statistic Value at 1% Significance Level
	3.02


A Chow Test performed on the post-DH regressions gives a test statistics of 6.01, which is nearly three times greater than the critical value at the 5% significance level (2.21) and nearly twice as large as the critical value at the 1% significance level (3.02).  In this case, we reject the null hypothesis that the American League and National League regression equations are identical and conclude that a team’s single-season winning percentage is explained by a different set of coefficients, depending on that team’s league affiliation.
Conclusions
From the regression analysis above, we conclude that, informally speaking, the adoption of the designated hitter rule by the American League in 1973 led to changes in how teams in each league win.  In the decade prior to 1973, there was no statistically significant difference between the explanation of an American League team’s single-season winning percentage and that of a team in the National League.  We could not reject the null hypothesis that a single regression equation was adequate regardless of league affiliation.

In the decade following 1973, however, there was a statistically significant difference between the single-season winning percentages of the teams in each league.  A necessarily large test statistic allowed us to reject the hypothesis that a single equation was adequate for both leagues.  Considering the pre-DH and post-DH observations together, we conclude that the designated hitter rule has had a significant impact on how teams win games in Major League Baseball.
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