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Regression Analysis Project


Boston Scientific Corporation is headquartered in Natick, MA and is a manufacturer and marketer of medical devices that are used in a broad range of interventional medical specialties (10-K Mar.07). The Company is publicly traded in NYSE and the symbol is BSX (In this report, I used the symbol).
I gathered 1000 days of daily return from 5/20/2002 to 5/1/2006 from www.finance.yahoo.com.
1. Test of January Effect for BSX
a. Test objective and method
For this regression analysis, I tested BSX stock return to verify whether there are calendar anomalies. First, I tested for the existence of January effect. After I tested for January effect, I expanded the model to test the existence of any month effect. I described the expanded model in the section 2.
To test calendar anomalies, I introduced the dummy variables for the period that I want to test. For example, to test whether there is a January effect, I introduced a dummy variable for the period between January 1 and January 4. I turned on the variable for sample data of the period above (therefore, assigned 1 to the variable) and turned off (therefore, assigned 0 to the variable) for the rest of the sample. The regression model with this dummy variable is: Ri = β1 + β2 × Rm + β3 × D + ei
After I attained the regression result, I tested for the existence of any serial correlation to assure that the estimators are efficient. I tested only first order serial correlation.
Finally, to test whether the multiple regression model with the dummy variable significantly improved the explanatory power, I compared the multiple regression model with a simple regression model of only one X variable, which is market return. 
b. Regression Result (See Exhibit 1 in the attached Excel workbook)
	Statistics
	R2
	F stats
	β1 (Intercept)
	β2 (Market)
	β3 (Dummy)

	
	
	
	Value
	T Stats
	Value
	T Stats
	Value
	T Stats

	Multiple (Unrestricted)
	14.18%
	82.35
	0.0006
	0.98
	0.7762
	12.83
	-0.0024
	-0.32

	Simple (Restricted)
	14.17%
	164.75
	0.0006
	0.95
	0.7756
	12.84
	N/A
	N/A


The R2 for the multiple regression is 14.18%. The F test of the regression is 82.35, while significant F is 3.00 with 95% confidence level and degree of freedom of 2 in numerator and 997 in denominator. Thus I concluded that this regression model is statistically significant. The t-value for intercept is 0.975, which is not significant with 95% confidence level. However, t-value for the slope of first X variable is 12.83, with critical t-value being 1.96 with 95% confidence level. 
The slope of the dummy variable is -0.0024, with the t-value of -0.318. Because the t-value is not significant with 95% confidence level, I failed to reject the null hypothesis that the slope is zero. Therefore, I concluded that the daily returns between the January 1 and January 4 are not statistically different from the rest of the year. As a result, I could not find any January effect for BSX, meaning that the average daily returns from January 1 to January 4 on any year are not significantly different from the returns of rest of the years. 
c. Durbin Watson

I conducted Durbin Watson test to find whether there is a serial correlation. The D value of the test result is 1.998, while du is 1.789 with the sample size of 1000. The range where I cannot reject the null that correlation coefficient is zero (du ≤ D ≤ 4-du) is between 1.789 and 2.211. Because D value fell in the range, I concluded that there is no serial correlation, and that the estimators are efficient.
d. F-test (Exhibit 1)
To test whether the multiple regression model with dummy variable for January effect improved the simple regression model with only one explanatory variable, I conducted Wald’s F test. The test statistic is F, where the numerator is (SSEr – SSEur)/m, while denominator is SSEur divided by DoF. The unrestricted model is the multiple regression with the dummy, while the restricted model is the simple market model. 
The F value of the test is 0.101, while critical F is 3.85 with degree of freedom of 1 in numerator and 997 in denominator. Because the calculated F is less than the critical value, I concluded that the multiple regression model with the dummy variable did not add statistically significant improvement to the simple market model.

2. Test of Calendar Effect (Exhibit 2)
a. Regression Model to Test Calendar Effect

I expanded the January effect regression model to test whether there are other calendar effects. I introduced 11 more dummy variables in addition to the dummy for January effect. Each dummy variable represented each respective month except for January. To avoid perfect multi-collinearity, the dummy for January represented only for the period between January 1 and January 4. The dummy variables were turned off for the period between January 5 and January 31. The regression model can be written as follows.
Ri = β1 + β2 × Rm + β3 × D1 + β4 × D2 + β5 × D3 + β6 × D3 + β7 × D4 + β8 × D5 + β8 × D6 + β9 × D7 + β10 × D8 + β11 × D9 + β12 × D10 + β13 × D11 + β14 × D12  + ei
(where D1 is for January, D2 is for February and so on)
b. Result
The R2 for the model is 14.84%. The F value for the model is 13.22, while critical F is 1.73 with degree of freedom of 13 in numerator and 986 in denominator. Therefore, the regression model is statistically significant. 
The t statistics indicated that all the coefficients of the regression model are not significant except the β2. The t-value for β2, the coefficient of market return, is 12.76 and significant because critical t-value is 1.96 with 95% confidence level.  
All other coefficients, including the intercept, are not distinguishable from zero, with p-value significantly higher than 5% (or t-value significantly lower than the critical t value).
Full result can be found in Exhibit 2 in the attached workbook.

c. Durbin Watson

I tested for serial correlation using Durbin Watson statistics. The D value of the regression is 2.011, while du is 1.789. Since the D value fell in the range between du and 4-du, I failed to reject the null that there is a no serial correlation. Therefore, I concluded that there is no serial correlation in the regression model.
d. F test: if this model is an improvement over the simple model and/or over the January model
To examine if the calendar effect model with 12 dummy variables made significant improvement over other simple models, I conducted Wald’s F test.

First, I compared the calendar effect model with simple market model. The F value of the test is 0.65, while critical F, with degree of freedom of 12 in numerator and 986 in denominator, is 1.76. Because the calculated F is less than the critical value, I concluded that the calendar effect regression model with the 12 dummy variables did not add statistically significant improvement to the simple market model.

Second, I compared the calendar effect model with the January effect model. The degree of freedom in numerator is 11, which is number of additional dummy variables added to the calendar effect model (i.e., unrestricted model). The F value of the test is 0.70, while critical F is 1.80, with degree of freedom of 11 in numerator and 986 in denominator. Because the calculated F is less than the critical value, I concluded that the calendar effect regression model with the 12 dummy variables is not significant improvement over the January effect model.
3. Conclusion

From the various statistical tests that I performed above to find any calendar anomaly for BSX, I reached the following conclusions:
a. The average daily return from January 1st and January 4th is not significantly different from the average daily return of rest of year. Because the result is not consistent with the researches that proved the existence of the January effect, my conclusion is that there is no January effect for BSX during the period that I examined.
b. I expanded the multiple regression model by adding dummy variables for all the months in a year. From the result of the multiple regression with the 12 dummy variables, I concluded that no dummy variable is statistically significant, thus distinguishable from zero. Therefore, the conclusion is that there is no calendar effect for the BSX.
c. Any multiple regression model - either the model with only one dummy variable to test January effect or the model with 12 dummy variables to include all the months in the year – did not improve simple market model with only one explanatory variable. The F test that was conducted above indicates that there is no significant enhancement in explaining the returns of BSX when I add qualitative variables to explain the calendar effect. 
PAGE  
1

