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Goal:


Backward stepwise regression is a variable selection technique used during exploratory analysis of data.  However, this automated process needs to be balanced against good judgment and the subject matter expertise of the modeler.  The purpose of this project is to demonstrate why this is important by observing how backward stepwise regression will cause the F test to overestimate the significance of the models produced.  Statistical methods: data simulation, the scatter plot, the residual plot, AIC, backward stepwise regression, F-tests, and p-values are utilized with the R Statistical Environment to achieve this goal.

Data:


The data sets are simulated and consist of one “response” variable and 1 to n predictor variables all uncorrelated and normally distributed (mean=0, standard deviation=1).

Analysis:

Part 1-An Unusual Case (or not?)


We begin with a single backward stepwise regression.  On the following simulated data (shown rounded):


y
x1
x2
x3
x4
x5
x6

1
-1.05
-1.01
0.13
-1.54
-0.34
1.97
-0.11

2
0.84
0.21
-0.4
-0.32
1.09
0.23
1.37

3
1.44
-1.52
1.95
1.51
0.37
1.41
0.75

4
-1.28
0.68
1.52
-0.74
-0.9
-0.35
-0.59

5
0.4
1.07
-1.21
-0.53
1.38
2.21
-0.51

6
0.85
-0.37
1.46
1.13
1.02
0.27
-2.78

7
0.36
-1.19
0.69
0.61
-0.73
1.55
-0.82

8
-0.33
1.21
1.02
-0.8
-0.11
-0.39
-1.29

9
-0.7
1.21
-0.57
-1.49
-1.52
0.7
1.02

10
-0.68
0.46
-1.86
-0.77
0.72
0
0.02

11
0.63
1.05
-0.26
0.54
-0.91
1.04
-0.27

12
1.1
0.77
-0.8
-0.1
-0.7
2.01
0.95

13
0.01
-0.24
-2.13
-0.46
1.97
1.33
1.16

14
-0.08
0.04
0.85
-0.41
-2.54
-1.64
-1.65

15
0.32
-0.81
0.91
0.43
-0.64
-0.61
0.25

16
-0.07
0.97
-0.45
-0.57
0.06
-1.12
1.27

R Code

y <- rnorm(16)

x1 <- rnorm(16)

x2 <- rnorm(16)

x3 <- rnorm(16)

x4 <- rnorm(16)

x5 <- rnorm(16)

x6 <- rnorm(16)

dummy <- data.frame(y,x1,x2,x3,x4,x5,x6)

fm <- lm(y~x1+x2+x3+x4+x5+x6,data=dummy)

stepwise.backward <- step(object=fm, direction="backward") 


The backward stepwise regression begins with the full model (response variable y and explanatory variables x1 to x6) and removes variables based on which resulting sub-model reduces the AIC the most.  When the AIC no longer decreases the algorithm stops.  In this case the full model has AIC=-19.96.  Based on the following table

	Variable Omitted From Full Model
	AIC of Resulting Sub-Model

	x4
	-21.9593

	x2
	-21.7259

	x5
	-20.4557

	x1
	-20.0165

	x6
	-19.6628

	x3
	-0.9506


the first variable to be removed is x4 since the resulting model has the least AIC of Sub-Models considered and the full model.  For this example the backward stepwise regression will continue until ending with y modeled on x1, x3, x5, and x6.

How good is this model?  No patterns are apparent in the following residual plot which would cause us to question the model.

[image: image1.emf]-1.0 -0.5 0.0 0.5 1.0 1.5

-0.5

0.0

0.5

Residuals vs Fitted

Fitted Values

Residuals


The multiple R-square is high at 0.7863.  We perform an F-test.  The model is

Y=beta1*x1 + beta3*x3 + beta5*x5 + beta6*x6

Where the beta are the regression coefficients.  

Hypothesis:

Ho: beta1 = beta3 = beta5 = beta6

Ha: Not all beta’s are 0

At the 5% significance level we reject the Ho since F = 10.12 > 3.5874 = F(0.5, 4, 11).  So these variables (taken together) are predictive at alpha=5%.  (see R output in blue)

Call:

lm(formula = y ~ x1 + x3 + x5 + x6, data = dummy)

Residuals:

     Min       1Q   Median       3Q      Max 

-0.84072 -0.13776 -0.05506  0.18374  0.61527 

Coefficients:

            Estimate Std. Error t value Pr(>|t|)    

(Intercept)  0.21364    0.12499   1.709 0.115427    

x1           0.20037    0.13904   1.441 0.177399    

x3           0.87135    0.14945   5.830 0.000114 ***

x5           0.12899    0.09745   1.324 0.212457    

x6           0.16167    0.09793   1.651 0.126989    

---

Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

Residual standard error: 0.4215 on 11 degrees of freedom

Multiple R-squared: 0.7863,     Adjusted R-squared: 0.7085 

F-statistic: 10.12 on 4 and 11 DF,  p-value: 0.001098 

Wait a second…we know that x1-x6, and y were chosen randomly and should be uncorrelated.  Why do we have such a good model?  Due to random fluctuations (since this was only a sample) there was some coincidental correlation between some of the x1-x6 variables and the y variable.  Note the positive correlation between the values of x3 and y in the following scatter plot.
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Based on this single case, we should be suspicious about the results of Stepwise Regression because it can lead to models which appear “better” than they actually are.

Part 2-Rinse, Wash, Repeat


In part 2 we want to know how unusual the situation encountered in Part 1 actually is.  So we repeat the simulations done in Part 1 several times and tabulate how many false rejections of the null hypothesis that all the beta coefficients = 0 for both the full regression model and the one produced by the backward stepwise regression algorithm.

Using the following R code:

get_pval <- function(x) {pf(x$fstatistic["value"],x$fstatistic["numdf"],x$fstatistic["dendf"],lower.tail=FALSE)}

pvalues <- array(0, dim=c(100,2))

for (i in 1:100) {

y <- rnorm(16)

x1 <- rnorm(16)

x2 <- rnorm(16)

x3 <- rnorm(16)

x4 <- rnorm(16)

x5 <- rnorm(16)

x6 <- rnorm(16)

dummy <- data.frame(y,x1,x2,x3,x4,x5,x6)

fm <- lm(y~x1+x2+x3+x4+x5+x6,data=dummy)

stepwise.backward <- step(object=fm, direction="backward") 

pvalues[i,1] <- if(is.null(summary(stepwise.backward)$fstatistic)) 2 else get_pval(summary(stepwise.backward))

pvalues[i,2] <- get_pval(summary(fm))}

The output are p-values (rounded and with observations 8-99 omitted):


BSWR
FM

1
0.02
0.44

2
0.02
0.23

3
2
0.94

4
0.09
0.48

5
2
0.87

6
0.06
0.49

7
0.01
0.06

…



100
0.01
0.01

Note that 2 is occurs when the backward stepwise regression omits all of the x1-x6 variables. 

Summarize this data:

	Model
	Number of Trials
	False Rejections at 10% Level
	False Rejections at 5% Level

	Full Model
	100
	13
	5

	Backward Stepwise Regression
	100
	51
	30


There 5 to 6 times as many false rejections of the null hypothesis for the Backward Stepwise Regression models as we would expect.  While the number of false rejections for the Full Models is in line with what we would expect.

Conclusion:


Backward Stepwise Regression may be a useful tool for exploratory data analysis.  But one should not trust the resulting R and F-statistics as the algorithm inflates the significance of the model.  The lesson is that the modeler’s good judgment and knowledge of the data are atleast as important as the output of automated variable selection routines and probably much more so.
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