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Purpose
This regression analysis project attempts to determine if enrollment and tuition statistics serve as good predictors of staffing figures at the University of Virginia.  The level of significance required throughout the study will be 99%. 
Data

The data used for this project consist of the following fields and covers 29 years:  Total Employees, In-State Tuition, Out-of-State Tuition, Offer rate to 1st year applicants, and Total Enrollment from Prior Year.  The data was obtained through the following website: http://www.web.virginia.edu/IAAS/data_catalog/institutional/cds/cds.htm.

Methodology

The goal of the project was to construct a model with the best explanatory power yet with the smallest number of independent variables.  
Step One

The first step in meeting this goal is to test each of the independent variables (4 of them) in isolation and eliminate those that were insignificant at the 99% significance level.  A t-test was used to determine significance.  
Y = Total Employees, X = In State Tuition, H0 is B = 0 where B is the slope coefficient.

	Regression Statistics

	Multiple R
	0.971736557

	R Square
	0.944271936

	Adjusted R Square
	0.942207933

	Standard Error
	296.8715045

	Observations
	29


	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 99.0%
	Upper 99.0%

	Intercept
	16149.2844
	118.3734
	136.4267
	0.0000
	15821.3094
	16477.2595

	In State Tuition
	0.5447
	0.0255
	21.3891
	0.0000
	0.4741
	0.6153


Y = Total Employees, X = Out of State Tuition, H0 is B = 0 where B is the slope coefficient.

	Regression Statistics

	Multiple R
	0.970426004

	R Square
	0.941726629

	Adjusted R Square
	0.939568356

	Standard Error
	303.5754203

	Observations
	29


	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 99.0%
	Upper 99.0%

	Intercept
	16440.2330
	109.0377
	150.7757
	0.0000
	16138.1241
	16742.3418

	Out of State Tuition
	0.1475
	0.0071
	20.8886
	0.0000
	0.1279
	0.1671


Y = Total Employees, X = Offer rate to 1st Year Applicants, H0 is B = 0 where B is the slope coefficient.

	Regression Statistics

	Multiple R
	0.17006132

	R Square
	0.028920852

	Adjusted R Square
	-0.007045042

	Standard Error
	1239.249773

	Observations
	29


	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 99.0%
	Upper 99.0%

	Intercept
	21228.5724
	3173.9892
	6.6883
	0.0000
	12434.4547
	30022.6901

	Offer Rate to 1st Year Applicants
	-7482.5123
	8344.2503
	-0.8967
	0.3778
	-30601.7843
	15636.7598


Y = Total Employees, X = Total Enrollment from Prior Year, H0 is B = 0 where B is the slope coefficient.

	Regression Statistics

	Multiple R
	0.968153929

	R Square
	0.937322031

	Adjusted R Square
	0.935000625

	Standard Error
	314.8393385

	Observations
	29


	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 99.0%
	Upper 99.0%

	Intercept
	10100.2923
	416.6594
	24.2411
	0.0000
	8945.8612
	11254.7233

	Total Enrollment from Prior Year
	0.8575
	0.0427
	20.0941
	0.0000
	0.7393
	0.9758


From the summary statistics above a few conclusions can be drawn:

1.  The only variable that is not significant at the 99% level is Offer rate to 1st Year Applicants.  With a t-Stat in absolute value of 0.8967 it falls below the critical value of 2.771 using 27 degrees of freedom and therefore the null hypothesis that Total Employees does not depend on Offer Rate to 1st year Applicants cannot be rejected. 

2. The variable with the most explanatory power that we tested was In State tuition.  The R Square of 0.944 indicates that close to 95% of the variation in the model can be explained by In State tuition variation.  Both Out of State tuition and Total Enrollment from Prior Year also have high R Square values when looked at in isolation.

Step 2
Now the process will begin of building a multi-variable regression model from the variables just analyzed.  Because In State tuition appears to have the strongest explanatory power of the individual variables, the goal will be to add other variables that are individually significant to the In State tuition model to arrive at the best multi-variable regression model.  The additional independent variables will be added in the order of their individual R Square values from greatest to least.  The criteria for keeping an additional variable will be:
1.  Adjusted R Square must increase by at least 1%.  It is expected that R Square will increase by adding an additional independent variable because the added variable will increase the explained variation (RSS) while the total variation (TSS) will remain unchanged.  
2. The results of the multi-variable F-test (ratio of explained variation to unexplained variation) must indicate significance at the 99% level.

3. The t-test for each of the independent variables must yield significant results at the 99% significance level.

Y = Total Employees, X2 = In State Tuition, X3 = Out of State Tuition, H0  is B2 and B3 are both simultaneously equal to 0.
	Regression Statistics
	
	
	
	
	

	Multiple R
	0.977956527
	
	
	
	
	

	R Square
	0.956398968
	
	
	
	
	

	Adjusted R Square
	0.953045042
	
	
	
	
	

	Standard Error
	267.5932331
	
	
	
	
	

	Observations
	29
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	2
	40838137.85
	20419068.92
	285.1580797
	2.05806E-18
	

	Residual
	26
	1861759.598
	71606.1384
	
	
	

	Total
	28
	42699897.45
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 99.0%
	Upper 99.0%

	Intercept
	16258.2000
	114.1275
	142.4565
	0.0000
	15941.0723
	16575.3278

	In State Tuition
	0.2892
	0.0978
	2.9579
	0.0065
	0.0175
	0.5608

	Out of State Tuition
	0.0713
	0.0265
	2.6892
	0.0123
	-0.0024
	0.1450


It can be seen that adding the Out of State independent variable causes an increase in the Adjusted R Square from 0.9422 for the single variable regression model using only In State tuition to 0.9530.  In addition the F-test value (F2,26) of 285.16 is well above the critical value indicating the results are significant at the 99% level.  However, the results of the t-test indicate that Out of State tuition is not significant at the 99% significance level because 2.689 < 2.771.  Therefore, adding Out of State tuition to the model does not result in a better model.  
While multicollinearity is not the focus of this study, there is evidence that multicollinearity exists in this model because the model has high R Square values and a high F-statistic but the t-statistics are not significant.  It makes sense intuitively that In State and Out of State tuition are highly correlated because tuition increases would have similar effects on both variables. 

Y = Total Employees, X2 = In State Tuition, X3 = Total Enrollment from Prior Year, H0  is B2 and B3 are both simultaneously equal to 0.
	Regression Statistics
	
	
	
	
	

	Multiple R
	0.982236666
	
	
	
	
	

	R Square
	0.964788867
	
	
	
	
	

	Adjusted R Square
	0.962080318
	
	
	
	
	

	Standard Error
	240.4732326
	
	
	
	
	

	Observations
	29
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	2
	41196385.68
	20598192.84
	356.201412
	1.27891E-19
	

	Residual
	26
	1503511.766
	57827.3756
	
	
	

	Total
	28
	42699897.45
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 99.0%
	Upper 99.0%

	Intercept
	13211.9871
	760.7162
	17.3678
	0.0000
	11098.1739
	15325.8004

	In State Tuition
	0.2990
	0.0664
	4.5035
	0.0001
	0.1145
	0.4836

	Total Enrollment from Prior Year
	0.4084
	0.1049
	3.8923
	0.0006
	0.1168
	0.6999


Some interesting results can be observed from adding Total Enrollment to the In State tuition model.  Adjusted R Square has increased from 0.9442 to 0.9621 indicating increased explained variation.  The F-statistic is still significant at the 99% significance level.  And the t-statistics for each of the independent variables are both significant at the 99% level.  What is interesting is that dropping Out of State tuition and adding Total Enrollment caused the t-statistic for In State tuition to increase from being just over the 99% level critical value of 2.779 for 26 degrees of freedom to being well above it.  Furthermore, the standard error of each of the independent variables is low.  
This model meets the imposed requirements for accepting an additional explanatory variable.  

Conclusion

Total Employees at the University of Virginia has increased steadily over time, as have each of the significant independent variables analyzed.  Each of the independent variables that were significant at the 99% level indicated signs of being good predictors of employment levels over the 29 years of data analyzed.  Simply adding independent variables will increase R Square because a portion of the error term in the single variable model will be explained by the added independent variable.  To determine whether an added variable increases the explanatory power of the model we looked at the increase in Adjusted R Square along with the results of the F-test and t-test. 
As was seen, introducing Out of State tuition to the In State tuition model resulted in an increase in Adjusted R Square, significant F-test results, but and insignificant t-test result for the added variable.  There are signs that multicollinearity exists in that model in the relationship between In State and Out of State tuition.  By adding Total Enrollment to the In State model a new model was created that met all of the criteria for adding an additional variable.  

