James Daniel Hodge, Time Series VEE Project, Spring 2009


Introduction
The federal minimum wage has been a politically charged topic ever since it was created by the Fair Labor Standards Act in 1938. In this project, I will compare the U.S. unemployment statistics for ages 16-19, seasonally adjusted, from two different periods of time:

· 1967-1981, when the federal minimum wage was steadily increased almost every year;

· 1997-2006, when the federal minimum wage was held at $5.15. This period had the lowest real minimum wage since 1950 (when the minimum wage was raised to 75 cents, nearly doubling the previous of wage of 40 cents.)

To do this, I will look at a correlogram of each time series, determine the best fit for each model, and test the goodness of fit using the Durbin-Pierce statistic and Box-Pierce test. I will then compare the models and see if the two time periods have appreciably different characteristics.
(Unemployment data is taken from http://www.neas-seminars.com/discussions/shwmessage.aspx?ForumID=283&MessageID=7750\unemployment rate indices.xls)
1967-1981

Monthly observations of the seasonally adjusted unemployment rate for ages 16-19 were used to form this data. It totals 180 data points. The underlying data is found in tab ‘1967-81 Data & Correlogram’ from the spreadsheet ‘TS Project.xls’.
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To test stationarity, we will calculate the autocorrelation function and graph the results.  
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The autocorrelation function does fall off rapidly to 0. Although the autocorrelations do oscillate somewhat at later lags, the series does appear to remain fairly close to 0 at the end. There does not appear to be any moving average term in this data, so we will proceed with fitting AR models.

We start with an AR(1) model. All regressions were done using Excel’s regression tool in the tab ‘1967-81 Regression’.
[image: image3.wmf]AR(1)

SUMMARY OUTPUT

Regression Statistics

Multiple R

0.953792591

R Square

0.909720307

Adjusted R Square

0.909210253

Standard Error

0.007471575

Observations

179

ANOVA

df

SS

MS

F

Regression

1

0.099566997

0.099566997

1783.5738

Residual

177

0.009880925

5.58244E-05

Total

178

0.109447922

Coefficients

Standard Error

t Stat

P-value

Intercept

0.007617662

0.003706717

2.05509682

0.0413388

X Variable 1

0.956112191

0.022639317

42.23237857

2.33006E-94


We obtain this model: 0.0076 + 0.9561yt-1. Our adjusted R2 is quite high at 0.9092 and the p-values for both the intercept and the X variable are fairly small.

We continue with an AR(2) model:
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SUMMARY OUTPUT

Regression Statistics

Multiple R

0.957353345

R Square

0.916525427

Adjusted R Square

0.915571432

Standard Error

0.007188331

Observations

178

ANOVA

df

SS

MS

F

Regression

2

0.099285202

0.049642601

960.7233945

Residual

175

0.009042619

5.16721E-05

Total

177

0.10832782

Coefficients

Standard Error

t Stat

P-value

Intercept

0.004909053

0.003644675

1.346910976

0.179750537

X Variable 1

0.691635143

0.072315423

9.564144343

1.06807E-17

X Variable 2

0.281841035

0.072581175

3.883114778

0.000146004


The model is 0.0049 + 0.6916yt-1 + 0.2818yt-2. The adjusted R2 increases to 0.9156. Although the p-value of the intercept is higher than we would like, the coefficients have an extremely high p-value. It appears that this model may be a better fit than the AR(1) model, although parsimony suggests we should consider the AR(1) model as well.

We will test an AR(3) model:
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SUMMARY OUTPUT

Regression Statistics

Multiple R

0.957348185

R Square

0.916515547

Adjusted R Square

0.91506784

Standard Error

0.007157062

Observations

177

ANOVA

df

SS

MS

F

Regression

3

0.097285899

0.032428633

633.0807109

Residual

173

0.008861672

5.12235E-05

Total

176

0.106147571

Coefficients

Standard Error

t Stat

P-value

Intercept

0.005332706

0.003679982

1.449111859

0.14911657

X Variable 1

0.681939226

0.075274545

9.059360337

2.74217E-16

X Variable 2

0.222175078

0.089159424

2.491885529

0.013648129

X Variable 3

0.067377187

0.075512877

0.892260891

0.373492502


For this model, the adjusted R2 is lower than the AR(2) model, and the p-value for the third X variable is quite high. 

Based on this data, we conclude that the AR(2) model is the best fit for the data, although others may prefer the AR(1) model. We proceed with goodness of fit testing. (underlying data is found in the tab ‘1967-81 Residual Tests’.
The Durbin-Watson is a test of serial correlation. We perform this test on the residuals of the AR(2) model (found using Excel’s regression tool). The significance table used is here: http://www.nd.edu/~wevans1/econ30331/Durbin_Watson_tables.pdf.
Linear interpolation between n=150 and n=200 (our n=180) produces dL = 1.631 and dU = 1.676. The DW statistic for our residuals is 2.004, so we reject the possibility of serial correlation.

We now use the Box and Pierce test to determine whether the residuals form a white noise process:

Our Q statistic is 140.63, while the chi-square statistic at k=174, 90% significance is 198.29. Since our Q statistic is lower, we accept the hypothesis that the residuals form a white noise process.

1997-2006

Underlying data for the graphs and tests in this period are found in the tabs ‘1997-2006 Data & Correlogram’, ‘1997-2006 Regression’ and ‘1997-2006 Residual Tests’.
We will follow a similar pattern to the previous data by selecting a model and testing its goodness of fit. We start with a graph of the 120 data points:
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And a graph of the autocorrelation function:

[image: image7.emf]Autocorrelation Function

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

1 8 15 22 29 36 43 50 57 64 71 78 85 92 99 106113

Lag

Autcorr Value

Autocorr Function


The graph observes a similar pattern to the previous period of time, suggesting an autoregressive model. There is less oscillation than in the previous period, suggesting stationarity. We will proceed with fitting AR models to the data.

AR(1):

[image: image8.wmf]AR(1)

SUMMARY OUTPUT

Regression Statistics

Multiple R

0.868700055

R Square

0.754639786

Adjusted R Square

0.75254269

Standard Error

0.007613776

Observations

119

ANOVA

df

SS

MS

F

Regression

1

0.020860349

0.020860349

359.8499261

Residual

117

0.006782441

5.79696E-05

Total

118

0.02764279

Coefficients

Standard Error

t Stat

P-value

Intercept

0.020487454

0.007122974

2.876249921

0.004783457

X Variable 1

0.866846855

0.045696367

18.96971075

1.69986E-37


We obtain this model: 0.02 + 0.8668yt-1. Our adjusted R2 is not as high as the previous model at 0.7525. p-values are extremely small.

AR(2):
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SUMMARY OUTPUT

Regression Statistics

Multiple R

0.879940394

R Square

0.774295097

Adjusted R Square

0.770369794

Standard Error

0.007331016

Observations

118

ANOVA

df

SS

MS

F

Regression

2

0.021202726

0.010601363

197.2574253

Residual

115

0.006180537

5.37438E-05

Total

117

0.027383263

Coefficients

Standard Error

t Stat

P-value

Intercept

0.014924262

0.007104394

2.100708535

0.037851491

X Variable 1

0.610930842

0.089058545

6.859878952

3.66945E-10

X Variable 2

0.291250145

0.088832448

3.278645951

0.001380149


Adjusted R2 increases to 0.7704 for the new model: 0.0149 + 0.6109yt-1 + 0.2913yt-2.
The low p-value of the independent variables also suggests that this model is a better fit for the data.

AR(3):

[image: image10.wmf]AR(3)

SUMMARY OUTPUT

Regression Statistics

Multiple R

0.885864759

R Square

0.784756372

Adjusted R Square

0.779041939

Standard Error

0.007210972

Observations

117

ANOVA

df

SS

MS

F

Regression

3

0.021422521

0.00714084

137.3288351

Residual

113

0.005875787

5.19981E-05

Total

116

0.027298308

Coefficients

Standard Error

t Stat

P-value

Intercept

0.011599587

0.007125518

1.627893814

0.106332521

X Variable 1

0.550837895

0.091811205

5.999680456

2.43382E-08

X Variable 2

0.158338657

0.1040062

1.522396336

0.130703383

X Variable 3

0.214448938

0.091484988

2.344088839

0.020820642


The AR(3) model is 0.0116 + 0.5508yt-1 + 0.1584yt-2 + 0.2144yt-3.
Contrary to the previous time period, a third independent variable increases the adjusted R2 to 0.779, while the p-value of the 3rd X variable is 0.02. However, the p-value of the intercept and the 2nd X variable are both greater than 0.1. 

We will test the AR(4) model as well:

[image: image11.wmf]AR(4)

SUMMARY OUTPUT

Regression Statistics

Multiple R

0.886554196

R Square

0.785978343

Adjusted R Square

0.77826585

Standard Error

0.007252535

Observations

116

ANOVA

df

SS

MS

F

Regression

4

0.021441516

0.005360379

101.9097753

Residual

111

0.005838518

5.25993E-05

Total

115

0.027280034

Coefficients

Standard Error

t Stat

P-value

Intercept

0.011187775

0.007251046

1.542918864

0.125696659

X Variable 1

0.546580702

0.094871504

5.761273698

7.57472E-08

X Variable 2

0.165457825

0.106106389

1.559357789

0.121758396

X Variable 3

0.2149581

0.105707212

2.033523501

0.044384862

X Variable 4

-0.000380174

0.095151212

-0.003995476

0.996819252


It is obvious that the 4th X variable adds nothing to the model.

I believe that the AR(3) model is the best fit for the data in this case, although this is debatable; other AR models could be selected as well. We will proceed with goodness of fit tests for the AR(3) model.

Using the same procedures as in our previous model, we obtain a Durbin-Watson statistic of 1.997, suggesting that serial correlation is not a problem.

Again using the same procedures as in our previous model for the Box-Pierce test, we obtain a Q statistic of 52.99. The chi statistic at k=114, 90% significance is 132.64, so we accept the hypothesis that the residuals follow a white noise process.

Conclusion
After fitting two time series models to the two different time periods, we can see that different models may need to be used to explain each time period. Because minimum wage laws are just one factor contributing to actual unemployment in the 16-19 age group, there may be other factors (boom/bust macroeconomic cycles, labor regulations for children under 18) contributing to the different models that could be explored further.

