TIME SERIES
Key Concepts from Readings

M1&2 both TS and RA
· “The “line of best fit” is said to be that which minimizes the sum of the squared deviations of the points of the graph from the points of the straight line”
· Use the least squares loss function, but don’t say it is better than the others.

· R/J: deviation is the difference from the mean; the residual is the difference from the fitted value

· R/J: if all X values are the same, the sum of squared deviations is zero, and the ordinary least squares estimator for beta is not defined.

· R^2 can be derived as the square of the correlation between X and Y, it is the covariance divided by the standard deviations of each variable
· R/J: estimator is unbiased if its expected value is the value we seek
· R/J: Normal distribution ranges from negative infinity to positive infinity, is symmetric about its mean and is bell-shaped.
· R/J: t distribution has thicker tail than the normal distribution, so critical t values are greater than critical z values.

· “The F-distribution … has a skewed shape and ranges from zero to infinity.” It has two parameters: first associated with the number of estimated parameters and the second associated with the number of degrees of freedom
· R/J: t-stat used when we estimate variance from observed data, Z stat used when we KNOW the variance of the random variable. 

· R/J: large sample, t-stat approaches result of z-stat

· Type I error: null is true and we discard it.  Type II error: null is false and we do not discard it.  Larger sample makes Type I error less common.

TS material only

· “these models are deterministic in that no reference is made to the sources or nature of the underlying randomness”
· Ways to vary model:

· Moving average vs autoregressive models

· One-period lags vs higher order

· Stationary vs homogeneous non-stationary

· ARMA and ARIMA models

· Simple extrapolation models:
· Linear trend: yt=c1 + c2 * t

· Exponential growth curve: yt=Ae^(rt)

· Log-linear regression: log (yt) = c1 + c2 * t [where c1=log A and c2=r]

· Autoregressive trend model: yt = c1 + c2 * y{t-1}

· Logarithmic autoregressive trend model: log (yt) = c1 + c2 * log(y{t-1})

· If autoregressive is deterministic, call autoregressive trend.  If stochastic, call AR(p). Deterministic model has no error term, know there is uncertainty, but it’s not quantified by the model.
· Autoregressive trend and logarithmic trend better than linear, so used.

· R/J: F statistic says whether we should reject the null hypothesis that there is no trend.  Higher F stat means more significance (lower p-value)

· Durbin-Watson (DW) stat indicates whether a model has serial correlation.  Low DW indicates Y values serially correlated.

· In EWMA the l-period forecast same as the one or period forecast.

· For a simple random walk process, forecast any periods ahead is just last value, but the standard error of the forecast increases with the square root of l (the number of periods forward forecasting)

· Simple random walk (drift is zero), the forecast L periods ahead is the same as the forecast 1 period ahead which is the same as the current value

· For ANY random walk, the standard error of forecast increases with the square root of L

· With random walk with drift, expected forecast l periods forward is last value, yt, plus l times d. The standard error of the forecast is the same as without the drift.  These forecasts increase linearly with l and the standard error of the forecasts increases with the square root of l.

· Simple random walk, the error normal distribution has a mean of zero. 

· Stationarity: mean, variance and covariance of series must be stationary.
· Random draw is white noise. Random walk is the previous period’s value plus the random draw. “period ot period change of a simple random walk is a white noise process”

· Two parts of random walk: deterministic (drift) and stochastic (volatility)

· White noise process has no memory; random walk process has an infinite memory.

· “for a white noise process, there is no model that can provide a forecast any better than the forecast equals zero for all periods”

· “if a time series has been generated by a white noise process, the sample autocorrelation coefficients (for k>0) are distributed approximately according to a normal distribution with mean 0 and standard deviation 1/T^0.5 (where T is the number of observations in the series” – Bartlett’s test. 496

· “if the sample autocorrelation does not fall off quickly as the lag increases, the process is not stationary” 497

· Difference between the autocorrelation function and the sample autocorrelation function is analogous to the difference between the error term and the residual in regression analysis. Autocorrelation function is theoretical, it’s like we never see the error term, just the residual. 
· “autocorrelation function is purely theoretical … it describes a stochastic process for which we have only a limited number of observations .. we must calculate an estimate of the autocorrelation function, called the sample autocorrelation function.”

· The autocorrelation function of a white noise process is identically zero, but the sample autocorrelations are normally distributed with a mean of zero and a standard deviation of 1/T^0.5

· Know that autocorrelation of zero does not mean that the observed sample autocorrelation is exactly zero.

· Regressing variables against each other that follow random walks can lead to spurious results

· The effect of a temporary shock on a variable that follows a random walk will not dissipate, but will be permanent

· Error term is persistent for a random walk and dissipates for a trend.
· The critical F values for the Dickey-Fuller test are raised because of serial correlation

· The distribution of the error term in linear time series models is a normal distribution and in multiplicative models, a lognormal distribution

· Types of models

· Moving average model: process described completely by a weighted sum of current and lagged random disturbances

· Autoregressive model: process depends on a weighted sum of its past values and a random disturbance term

· Mixed autoregressive-moving average models: the process is a function of both its past values and lagged random disturbances, as well as a current disturbance term

· Autocovariance (and autocorrelation) for a moving average model is zero if the lag exceeds the order of the moving average model

· The autocorrelation function rhok for the MA(q) process has q nonzero values and is 0 for k>q
· In stationary moving average process, the variances are constant for all terms, so the variances are larger than any of the covariances.  

· Any MA model is stationary if the sum of squared coefficients is finite

· Any MA model of finite order (q<infinity) is stationary

· AR model stationary only if the sum of coefficients is less than one.

· MA affected by previous ERROR terms while RA affected by previous VALUES

· Simple MA (non-stochastic) process is average of past values.  Add an error term, get AR model.  MA stochastic process is a constant plus a combination of past error terms.

· Yule-Walker equations used to obtain estimates of the autoregressive parameters

· Y-W equations don’t tell what type ARIMA model to use, but given an ARIMA model, they enable us to chose optimal theta and phi coefficients and judge among competing ARIMA models

· Y-@ equations most commonly used to solve for values of phi in terms of rho

· All AR processes of any order have infinite memory

· Memory of MA process equals its order

· Memory of white noise process is zero

· ARIMA (p=1,q) is oscillatory is phi1 is negative.  Positive phi1 gives asymptotic model

· Forecasts and autocorrelations are scalars (show asymptotic/oscillatory pattern), error terms are RVs w/ means of zero.  Values and sample autocorrelations are stochastic

· After the first q lags, an ARMA (p,q) process has the properties of an AR(p) process

· Autocorrelation function is like a sequence of forecasts

· If autocorrelations oscillate, the forecasts oscillate about the mean

· If autocorrelations dampen asymptotically to zero, forecasts approach the time series mean asymptotically

· Future residuals = future values – forecasts

· Average residuals = sample autocorrelations – true autocorrelations

· Variance of error term in ARMA does not affect the size of the autocorrelations.

· Whether autocorrelations oscillate depends on the sign of phi1

· Size of the first autocorrelation depends on the difference between phi1 and theta1

· Autocorrelations dampen each period by a factor of phi1

· Minimizing the squared error is the same as maximizing the conditional log-likelihood if the error terms are normally distributed.  

· Use the unconditional expected values, zero if the mean is zero, for the unobserved values.  Reasonable approximation if:

· Actual values of the phi parameters are not very close to one

· The number of observations T is large relative to p and q

· Mean is zero

· Yule-walker equations are not sufficient

· Slightly biased for small sample: the sample autocorrelation function will be biased downward from the true autocorrelation function

· They don’t use all the available information: the sample autocorrelation function does not contain as much information as the actual time series

· If an ARIMA model contains moving average terms, estimating the parameters generally involves non-linear methods

· Diagnostic checking tests whether the model has been correctly specified.

· An origin-T forecast for lead time l is a forecast for l periods ahead of time T

· Imperfect knowledge of the true parameter values increases the forecast error

· Time series model written in terms of the B operator is linear in the parameters if ONLY autoregressive terms are present; if moving average terms are present, the equation is non-linear in the parameters.

· Conditional log-likelihood because depends on PAST values of variable and error.

· With Box and Pierce Q stat, more observations increases the Q statistic, making us more likely to reject the null hypothesis of independence of the residuals.  More observations thus makes us more likely to reject the null hypothesis.  This makes since because if we have more observations, each sample autocorrelation becomes closer to the true autocorrelation which are zero if the residuals are independent.

· Optimum forecast is that forecast which has the minimum mean-square forecast error.

· For any stationary model, the variance is finaite (bounded)

· For AR process, the variance increases asymptotically to a finite bound

· For a MA process, the variance increases for the first q periods and then stays the same

· Convert autoregressive part of ARIMA to moving average in order to express the future values as a function of past error terms since these have identical variances and are independent, making the computation of the variance of the forecasts easy.

· Variance of the one period ahead forecast is the variance of the error term

· The variance of the n+1 period ahead forecast is at least as great as the variance of the N period ahead forecast

· True variance of the forecast is greater than the variance computer with  the estimates 

· Degrees of freedom is N-p-q in time series model

· If we convert any time series with an autoregressive component to a moving average model, the order of the moving average model is infinite.

· AR(1), Mean of forecasts is delta divided by 1 minus the sum of the coefficients

· AR(1), variance increases as the forecast extends farther into the future, but the variance is asymptotic to a finite number.

· Non-stationary original series have infinite variance of the forecast error as the forecast extends into the future

· With ARIMA (1,1), “the current disturbance helps determine the one-period forecast and in turn serves as a starting point from which the remainder of the forecast … decays toward the mean

Definitely know for Final Exam:
Definitions of bias, consistency, efficient and mean squared errors and know “bias, efficiency and consistency are different attributes”

Know “the forms for first, second, and third differences” for order of homogeneity ? 
Dickey-Fuller tests (508) final gives something like 16.35 and asks for 16.36 and 16.37. Need to read 507-513 and Module 7 reading on “testing for random walks” 
Gives the values of ESS for the restricted and unrestricted regressions and asks for the F statistic.  (n-k)(ESSr-ESSur)/[qESSur]
May ask to convert a time series into a stationary series by taking logarithms and first differences 
Tests the QUALITATIVE differences between model types, does not require memorization of all the covariance and autoregressive coefficients.  Know formulas for lag 1. 
Using ARIMA models to forecast by the recursive procedure in this module (17) is the most commonly tested topic on the final exam.
Final Exam does NOT Test:

· Relation of bias, efficiency and mean squared error
· Equation of the normal distribution 
· Details of the augmented Dickey-Fuller test
· Mathematics of cointegrated time series
