Time Series Student Project

As a long time smoothie enthusiast (not to mention milkshake aficionado), I have never underestimated the power of the blender.  We found monthly data for the Lenex corporation shipment of blenders from January 1967 – December 1971
.  We will now analyze this data as a time series.

We begin by plotting the data.

[image: image1.png]200
180
160
140
120
100

Y, (Shipment of Blenders)

A

AN AN NN

1 3 5 7 9 1113151719 2123 252729 3133 35 37 39 41 43 4547 49 51 53 55 57 59

t





This data does not appear to be affected by seasonality, nor does the correlogram two graphs below indicate seasonality.  Knowing how much smoothie consumption must increase in the summer months, we nevertheless thought it wise to check the data for seasonality.  We used the technique from Section 15.2.2 in the textbook.  Below is a graph showing the deseasonalized data with the original data:
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The deseasonalized data differs only slightly from the original data, and therefore we proceed by analyzing the original data itself.

The original data appears to be stationary.  To further convince ourselves that the data is stationary, we compute the sample autocorrelation function and draw the correlogram.
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Notice that the autocorrelation function tends toward zero as the lag increases, which is another indication of stationarity.  We will therefore try to model our time series using an ARMA model.  Of the simple ARMA models, this correlogram most resembles the ARMA (1,1) model.

Using an excel add-in
, we compute coefficients to fit our time series data to the ARMA (1,1) model.  Here is a graph of the original data together with the modeled data:
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The model seems to provide a close fit to our data.  A check to see if the model is indeed adequate is to examine the residuals to see if they resemble white noise.  A correlogram of the residual data is useful for this purpose.  If the residuals are indeed white noise, then we expect the autocorrelation function to be close to zero on all values.
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Notice that these values are all very small.  We can use the Bartlett analysis to examine whether these values are close enough to zero to reasonably conclude that we have a white noise process.  If this is a white noise process, then the sample autocorrelation coefficients are distributed approximately normal with mean 0 and standard deviation 1/√59 = 0.1302.  All of the residuals are between -0.2604 and +0.2604, which would then be between two standard deviations of the mean.  This is good evidence in favor of a white noise process.  We also examine the Box and Pierce Q statistic.

	k
	90% critical value
	Q statistic

	1
	2.71
	0.22

	2
	4.61
	1.75

	3
	6.25
	1.78

	…
	…
	…

	30
	40.26
	23.75

	40
	51.81
	25.29

	58
	
	26.08

	60
	74.40
	


The Q statistic at every lag is not large enough to reject the null hypothesis that the time series was generated by a white noise process.

We conclude that the ARMA (1,1) model provides a good fit to the data.

In the interest of having a dataset that appears more stationary, we look at the first differences of our original data.  We begin by looking at the correlogram of the first differences.
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This correlogram indicates stationarity since it converges to zero as the lag increases.  Perhaps this correlogram does not more overwhelmingly convince us of stationarity than the first correlogram, but we continue with our analysis for completeness.

Notice that this new correlogram has a downward spike at lag 1 and values close to zero afterwards.  In other words, this correlegram resembles that of a moving averages process of order 1.  Yet another way to phrase this is that the original data could be modeled with the ARIMA (0,1,1) model.

Again using the same excel add-in, we compute the coefficients to fit our data to the ARIMA (0,1,1) model.  Here is a graph of the differenced data together with the modeled data:
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This model also appears to provide a good fit.  As before, we check the goodness of fit by examining whether the residuals resemble white noise.  A correlogram of the residual data is useful for this purpose.  If the residuals are indeed white noise, then we expect the autocorrelation function to be close to zero on all values.
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Our conclusions are similar to before.  These values are again very small.  The Bartlett analysis tells us that if this is a white noise process, then the sample autocorrelation coefficients are distributed approximately normal with mean 0 and standard deviation 1/√58 = 0.1313.  All of the residuals are between -0.2626 and +0.2626, which would then be between two standard deviations of the mean.  This is good evidence in favor of a white noise process.  We also examine the Box and Pierce Q statistic.  The Q statistic at every lag is not large enough to reject the null hypothesis that the time series was generated by a white noise process.

We conclude that the ARIMA (0,1,1) model also provides a good fit to the data.

We look now at the autocorrelation function for the second differences.
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This does not appear significantly different from the correlogram for the first differences.  We therefore do not consider this or any other differences.

� � HYPERLINK "http://robjhyndman.com/TSDL/index.htm" �http://robjhyndman.com/TSDL/index.htm�, click on Production, select MWM4.DAT.


� ARMA Excel Add-in, written by Kurt Annen, see www.web-reg.de





