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Introduction

I chose to perform a Time Series analysis on GINI Index data from 1947 through 2008.  The GINI Index is a measure of the equity of income distribution in a country (e.g. United States).  The US Census Bureau has been calculating this value at least since 1947.  It is obviously related to some of the economic data used in other projects but somewhat different, so I thought that it would be a good data set to model and I would not just be completely mimicking prior projects.  I will try to find a good time series model as I follow the steps outlined for this project.  I will use 2001-2008 data as “hold-out” data to test my final model.
Model Specification

I downloaded that data from a US Census Bureau web site.  The data contains the GINI Index numbers for 1947 through 2008.  I need to decide what order the model needs as well as whether or not the series needs to be differenced and, if so, how many times it should be differenced.  We also need to look at the data and decide whether or not more than one period needs to be used.

My first step was to graph the original data.  The graphs is
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Just looking at the data it appears that the series is rather stationary from 1947 through 1968, but after 1968 it appears that there is a drift upwards through 2000.
The next step was to graph the sample autocorrelations (a correlogram) for 1947-2000 and for the 2 periods 1947-1968 and 1969-2000.  Those correlograms are:
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Note that the sample autocorrelations do go to 0 but very quickly as the lag increases, and they do not really decay geometrically.

For Period 1 (1947-1968) the correlogram is:
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Note that the sample autocorrelations decay very quickly to 0 and remain close to 0.  There also appear to be no (major) spikes in the data, so I plan to use an autoregressive model for Period 1 and thus no moving average terms.
For Period 2 (1969-2000) the correlogram is:
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Again this does not seem stationary to me.

Thus for Period 2 I will consider the series of first differences.  The correlogram for this series is:
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The sample autocorrelations start very close to 0 and remain there.  Thus for Period 2 I will use a autoregressive model on the first differences (an ARI model).

The calculation of these graphs and sample autocorrelations can be found in the attached spreadsheet under the “Initial_Graphs” and “both_periods” tabs/worksheets.

Model Estimation

My models will have the following form:
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where 
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coefficient at lag j, 
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We can use Excel and linear regression to find the coefficients and constant terms.  For Period 1 we will compute AR(1), AR(2), AR(3), and AR(4) models.  After using the regression add-in in Excel we get the following models:

AR(1) :  
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AR(2) :  
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AR(3) :  
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AR(4) :  
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It is pleasing to see that the sum of the coefficients are less than 1, since this indicates that the series is stationary.  It would be even more pleasing to see higher R^2 and adjusted R^2 values, but unfortunately we do not.  However we do notice that AR(1) has the highest adjusted R^2 value.

The graph of the 4 models and the original data during Period 1 is
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Similarly we will linear regression on the series of first differences for Period 2.  The model form is 
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where 
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We can use Excel and linear regression to find the coefficients and constant terms.  For Period 1 we will compute ARI(1,1), ARI(2,1), ARI(3,1), and ARI(4,1) models.  After using the regression add-in in Excel we get the following models:

ARI(1,1) :  
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ARI(2,1) :  
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ARI(3,1) :  
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ARI(4,1) :  
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Again we see sums of coefficients between -1 and 1, and again we see less than pleasing R^2 values.
The graphs of the models and the original series in Period 1 are:
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Even though the R^2 values were uninspiring, the integrated models for the series all seem to follow the original very well.
The graphs of the first differences and the models are:
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This graph is fairly disheartening; however, notice that the scale has a range of 0.04 and is thus quite small.

Diagnostic Check

First we will check the Durbin-Watson statistic that indicates whether or not serial correlation may be present.  If there is no serial correlation, then this statistic should be close to 2.  If positive serial correlation is present we should see a DW statistic value below 2 and negative serial correlation should have a value above 2.  
For Period 1 we have the following values:
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All of these are close to 2 and within the appropriate range of 2 to indicate no serial correlation.

For Period 2 we have these values:
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Again, all of these are close to 2 and within the appropriate range of 2 to indicate no serial correlation.

We will also look at the Box-Pierce Q statistic.  If we have a good model then the residual autocorrelations should be uncorrelated and normally distributed with a mean of 0 and a variance of 1/T where T is the number of observations.  If BPQ is greater than the corresponding chi-square critical value then we will be rather sad as this indicates that the model is not specified correctly.
For Period 1 we have the following:
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I only calculated the BPQS for orders 1 and 2 because both of these models pass all of the diagnostic checks.  Since this is the case, we will default to the simplest model, which is AR(1) :  
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 for Period 1.

For Period 2 we have 
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Again we will default to the simplest model, which is ARI(1,1) :  
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Model Evaluation

Recall that I did not use data from 2001-2008 in the model building phase.  So I can use this data for an ex-post evaluation of the Period 2 model.  I could also use data after 1967 for an ex-post evaluation of the Period 1 model.
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Conclusion

Ideally we would like our models to have no serial correlation, white-noise residuals, high R^2 (or adjusted R^2) values, and accurate forecasts.  We have about 3 out these 4.  We did  not have great R^2 values, but the other tests performed well.  We can also see that the forecasts follow the correct trends in the actual data.

The models could very likely be improved upon.  However, there were statistical justifications choosing these models.  The sample autocorrelations decayed to 0 quickly enough to justify our choices and the diagnostic checks  well within the necessary ranges.

Notes

The calculations can be found in the file GINI_1947_2008.xls.  There are 9 tabs or worksheets of in this file.  Below is a description of what is included in each tab.

original_data: This is the data that I downloaded from www.census.gov/hhes/www/income/histinc/ftnotes.html.
Initial_graph: This is just a graph of the GINI Index data from 1947-2008.
both_periods: This contains the calculation and graph of the sample autocorrelations for 1947-2000.
SMPL_CORR: This contains the calculation and graphs of the sample autocorrelations for the two time periods 1947-1967 and 1968-2000 separately.

Period_1_AR(N): This sheet contains the regression calculations, Durbin-Watson calculation, and a check of Bartlett’s Test for Period 1 (1947-1967).
Period_2_AR(N): This sheet contains the regression calculations, Durbin-Watson calculation, and a check of Bartlett’s Test for Period 2 (1968-2000).
Period_1_BPQS contains the calculation of the Box-Pierce Q statistic for Period 1.
Period_2_BPQS contains the calculation of the Box-Pierce Q statistic for Period 2.

Model_test contains the graphs of the original data, the ex-post check, and the final models.
Some of these sheets have many columns and rows, especially Period_1_BPQS , Period_2_BPQS , Period_1_AR(N) and Period_2_AR(N).
_1326517379.unknown
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