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Time Series Project

Fall 2009


The collapse of the prominent investment bank Lehman Brothers sent shock waves throughout the financial industry. The credit market was among the hardest hit. An indicator of perceived credit risk in the general economy is the TED spread - the difference between 3-Month Treasury Bills and 3-Month LIBOR. The TED ranges usually between 30-50 basis points. The spread later widened to 150-200 basis points during the subprime mortgage crisis. The fall of Lehman in September 2008 further eroded investor confidence causing the TED to reach unprecedented levels. The daily TED spread from September 15, 2008 to September 14, 2009 is the times series selected for analysis. The last 10 observations are used to validate the model.
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Figure 1 – TED Spread


The graph of the time series in Figure 1 helps visualize the behavior of the series. The graph increases for about the first 20 observations and falls thereafter. In order to construct a sound model, the series must be stationary. The test of stationarity is based on sample autocorrelation function
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, which is the ratio of the sample covariance to sample variance -
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. The sample autocorrelation function of a stationary series has a unique property; its graph quickly converges to zero as the number of lags k increases. The graph in Figure 2 does fall to zero, but at a slow pace. In addition, the sample autocorrelation function is negative for the remaining lags. The original series is certainly not stationary. 
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Figure 2 – TED Spread – Sample Autocorrelation
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Figure 3 – TED Spread – First Differences


The next step is to examine the TED’s first differences. Figure 3 shows high volatility in the first 40 lags of first differences. Despite the volatility, the graph fluctuates about zero. The correlogram of first differences shows the rapid convergence to zero. A plot of the second differences in Figure 5 or its sample autocorrelation in Figure 6 do not seem qualitatively different than first differences. This series is homogenous nonstationary of the first order. 
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Figure 4 – TED Spread – First Differences Sample Autocorrelation
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Figure 5 – TED Spread – Second Differences
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Figure 6 – TED Spread – Second Differences Sample Autocorrelation


The corresponding model to a homogenous nonstationary series is an ARIMA(p,d,q). P is the number of autoregressive parameters; d is the order of the homogeneity; and q is the number of moving average parameters. The general equation for ARMA is as follows: 
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 . Yt is the data at time t; 
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 is a constant; 
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 is the autoregressive coefficients for lag k; θ is the moving average coefficient; and 
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 is the error term at time t. The residuals of this model should not have serial correlation. In addition, the residuals should resemble a white noise process if modeled correctly. The first model to evaluate is the most basic – ARIMA(1,1,0). A Durbin-Watson statistic of 2 indicates the residuals are not serially correlated. This model’s Durbin-Watson statistic is 1.8377. It is possible the residuals have a positive correlation. The Box-Pierce Q statistic (BPQS) tests for white noise. The residuals of ARIMA(1,1,0) has a BPQS of 85.06120 using 48 lags. This statistic has a chi-squared critical value of 59.77429 with 47 (K-p-q) degrees of freedom and a 90% significance level. The model fails the Box-Pierce test since the Q statistic is greater than its corresponding chi-squared critical value. 

	ARIMA
	SSE
	Durbin-Watson
	Box-Pierce Q Statistic
	Degrees of Freedom
	χ2
	Conclusion

	p
	d
	q
	
	
	
	
	
	

	1
	1
	0
	4.163
	1.8377
	85.06120
	47
	59.77429
	Reject

	2
	1
	0
	3.768
	2.0247
	48.60569
	46
	58.64054
	Do Not Reject

	3
	1
	0
	3.764
	1.9949
	49.37076
	45
	57.50530
	Do Not Reject

	4
	1
	0
	3.588
	2.0322
	48.17609
	44
	56.36854
	Do Not Reject

	5
	1
	0
	3.561
	2.0099
	47.16646
	43
	55.23019
	Do Not Reject

	0
	1
	1
	4.018
	1.8718
	68.79976
	47
	59.77429
	Reject

	1
	1
	1
	4.240
	1.8198
	93.24936
	46
	58.64054
	Reject


Table 1 – ARIMA models

Other ARIMA models are examined and the table above summarizes the results. The ARIMA(5,1,0) has the lowest sum of squared errors indicating a good fit. The Durbin-Watson value of 2.0099 shows virtually zero serial correlation. It also has the lowest Box-Pierce Q statistic at 43 degrees of freedom. Although the statistics are in favor of ARIMA(5,1,0), its complexity may be rejected by clients or management. The principle of parsimony makes ARIMA(2,1,0) a more suitable model.
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Figure 7 – TED Spread vs. ARIMA(2,1,0)
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Figure 8 – TED Spread Sample Autocorrelation vs. ARIMA(2,1,0) Autocorrelation

The equation for the model is
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 -0.0064. The mean is very close to the average of first differences, which is -0.0063. Figure 7 shows the graph of ARIMA(2,1,0) compared to the actual TED Spread. Figure 8 compares the TED Spread sample autocorrelation and the ARIMA(2,1,0) autocorrelation function, which are virtually identical. This reaffirms the soundness of this model. As noted earlier, the last 10 observations are used to validate the model. Figure 9 shows the first 6 residuals relatively close to zero. However, the remaining residuals begin to drift from zero. Higher order models may provide more accurate forecasts, but complicates the model. An ARIMA(2,1,0) is sufficient for this student project.
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Figure 9 – Forecast Validation
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