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Time Series Project

Introduction

For my time series project I decided to look at deaths caused by drunk driving. Recently there has been a focus on car accidents caused by drunk driving, talking on cell phones and texting. It would have been interesting to look at the number of deaths caused by the driver being preoccupied with a cell phone. However, data for this is limited as it has only become an issue in recent years as cell phones continue to gain popularity.
A popular saying or popular view is that the past always predicts the future. I want to look at the past 27 years to see if the data for vehicular alcohol related deaths shows a trend. And if it does show a trend, are we able to predict what will happen in the future?

My data for alcohol related deaths came from the Alcohol Alert website (http://www.alcoholalert.com/drunk-driving-statistics.html). The data was compiled between 1982 and 2008 in the US.

Results

Below is a graph which plots the original data from the Alcohol Alert website. Overall there appears to be a decreasing trend in the number of deaths caused by drunk driving. The numbers of deaths are fairly level between 1994 and 2005.
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Before proceeding with the rest of my analysis I need to determine if there is randomness in my data and if the data forms a stationary process. One of the ways we can test for this is by using a correlogram (also known as an autocorrelation plot). This graph will plot the sample autocorrelations and if they are close to zero, the data is random and forms a stationary process.
Below I will show the autocorrelation plot, the autocorrelation plot of first differences and the autocorrelation plot of second differences based on the percentage of deaths due to alcohol.

Autocorrelation plot: from this we see that it appears that the function may be oscillating around zero. However, we do not have enough data points to determine this. Because the values are not close to zero the autocorrelation plot shows that the time series is not random, not a stationary process and has a high degree of autocorrelation.
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Autocorrelation plot of first differences: the first differences appear to form a stationary process. The points are all very close to zero (and oscillate around zero).
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Autocorrelation plot of second differences: 
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Now that I have determined that my model is a stationary process I will fit an Autoregressive Moving Average Model [ARIMA(p,q,0)]. I want to find the lowest value of p and q which will provide an acceptable fit to my data. I will look at an ARIMA (1,1,0) and ARIMA (2,1,0). Below I have provided a graph of the original data and the ARIMA (1,1,0) and ARIMA (2,1,0) models.
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Both the ARIMA (1,1,0) and the ARIMA (2,1,0) appear to represent the actual model pretty well. To determine which ARIMA model to use we will look at the Adjusted R Square, Akaike info Criterion, Schwarz Criterion, and the Durbin-Watson Statistic.
	
	ARIMA (1,1,0) Model
	ARIMA (2,1,0) Model

	Adjusted R-Square
	0.9271
	0.9439

	Akaike Info Criterion
	16.5500
	15.6113

	Schwarz Criterion
	16.6468
	15.7576

	Durbin-Watson Statistic
	1.9368
	1.5976


The Adjusted R-Square statistic gives us information about the goodness of fit of the model and will measure how well a regression line approximates the real data points. The closer to 1 the Adjusted R-Square is, the better. In the case of our two ARIMA models, the ARIMA (2,1,0) model has a value that is closest to 1.

The Akaike Info Criterion is also a measure of the goodness of fit of an estimated statistical model. The lower the value of the Akaike Info Criterion produces the better. In the case of our two ARIMA models, the ARIMA (2,1,0) model has the lowest value.
The Schwarz Criterion is also a criterion for model selection. Again, the lower the value of the Schwarz Criterion produces the better. In the case of our two ARIMA models, the ARIMA (2,1,0) as the lower value.

The Durbin-Watson Statistic is a statistic which tests for the presence of autocorrelation. We want a value as close to 2 as possible. In the case of our two ARIMA models, the ARIMA (1,1,0) has a value closest to 2. This means our ARIMA (2,1,0) model may have some serial correlation.
Conclusion

I was searching to find a model that can be used to predict the future of deaths due to drunk driving. I looked at two models, the ARIMA (1,1,0) and the ARIMA (2,1,0). Both models seem to represent the actual data fairly well and both could probably be used to model future deaths. Based on the statistics and measures I looked at I think that the ARIMA (2,1,0) is the better model to use.
The number of deaths due to drunk driving is an interesting topic to me. Even though people know that drinking and driving can and will cause fatalities, people continue to do it. I think a further study could be done to look into the trends that emerge depending on the time of year. Generally people drink more during certain yearly events such as Christmas, Canada Day, Independence Day, the Stanley Cup, or the Super Bowl.

Above I have shown a very simple model in order to predict the number of deaths due to drunk driving. In order to accurately predict deaths due to drunk driving a more complex model would have to be created. However, for this project, I have shown a simple process we would follow to find such a model.
