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Foreword

This project will attempt to create an ARIMA model that best fits the percentage of men growing full beard. I thought it would be interesting to investigate a funny time series like this one and see what we could get out of it. The data comes from a time series library on the http://www.robjhyndman.com/TSDL/ web site. 

I will model the data the following way: First, I will determine if the series is stationary, or what steps are needed to produce a stationary series out of the data. Then, I will specify the AMIRA model and determine its parameters.  I will then make sure the model is specified correctly through statistical measures and ex-post analysis.

Autocorrelation function analysis
The data available was from 1866 to 1911. I will use 1866 to 1906 to specify the model, while years 1907 to 1911 will be used to verify the ability of the model to forecast real data through ex-post forecast.
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Since the original data exhibits an upward trend, it is appropriate to take the first difference before analyzing the autocorrelation function.
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Now that the trend is removed, I will calculate the autocorrelation function, using the first 15 order
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. Details of these calculations can be fond in the attached excel spreadsheet. 
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In order to verify that the data is not white noise, I also calculated the Box and Pierce statistic, which turns out to be 21,88 and the 10% critical value, with 15 degrees of freedom is 22,31. Therefore, we can be 90% sure that this series is not white noise. Furthermore, the autocorrelation function exhibits characteristics similar to a geometrically dampened sinusoidal series, which is indicative an autoregressive process of order higher than one.

Model Specification
The AR(2), AR(3), and AR (4) were evaluated in excel. The models are shown below:
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R2 Test

The following values for R2 and adjusted R2 , representing variance of were computed for each model:

	Model
	R2
	Adj. R2

	AR(2)
	0.334
	0.295

	AR(3)
	0.371
	0.314

	AR(4)
	0.420
	0.345


Durbin-Watson Test
To test the Null hypothesis that there is no serial correlation in the residuals of the proposed models, the Durbin-Watson statistic was used.  A value close to 2.00 means there is no serial correlation.  Positive serial correlation is associated with values below 2 and negative serial correlation is associated with values above 2.  The values of the calculated DW statistic are listed below.  
	Model
	Durbin-Watson Stat

	AR(2)
	2.088

	AR(3)
	2.053

	AR(4)
	1.814


Box-Pierce Statistic Test

I will also examine the Box-Pierce Q statistic for the AR(4) model.  The Q statistic allows us to determine if the null hypothesis that the residuals are white noise can be rejected or not.  The Q statistic is the sum of the first K residual autocorrelations, and is distributed as a chi squared distribution with K – p – q degrees of freedom.  We will use the sum of the first 15 residual autocorrelations, and the results with critical chi squared values are below:

	Model
	Box Pierce Q Statistic
	10% Critical value

	AR(4)
	5.59
	17.28


Based on the R2 and adjusted R2 values obtained above, the autoregressive model of order 4 is the best model.  In addition, after performing Durbin-Watson test, we can cbe 90% sure that the residuals do not show any serial correlation. Furthermore, the Box-Pierce Q statistics suggest that the residuals are white noise. Therefore, I will use the AR(4) model as the best fit.

Model Evaluation
I will now test the model’s ability to forecast future values by testing the model against known data points for years from 1907 to 1911. A graphical representation is below.
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As expected, the model exhibits much less variability than the observed data, but we would have certainly wished for a better fit.

Conclusion

In conclusion, the methods learned in the time series course were useful in solving regression equations.  The above time series analysis shows that beards wearing exhibit some kind of cycle. Detrending the data helped me analyze it, but since the percent of men wearing full beard cannot go over 100%, it might be appropriate to use a more sophisticated model, with some kind of logistic trend, which would fit the reality more closely.
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