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Times Series Winter 2010

Student Project

Introduction
I can’t do anything productive in the morning until I have had my cup of coffee. Even after I have stepped out of bed, I’m not truly awake until I have that caffeine flowing through my body. Thus I decided to make my time series project about something that I truly am passionate about, coffee! I will use data for the annual U.S. coffee consumption from 1910 – 1965 from the following website: http://robjhyndman.com/TSDL/data/coffee.dat. 
Model Specification
First I will need to specify my model. I will begin by determining the order of homogeneity of the data series, or the number of times that the data must be differenced to get a stationary series.
The following graph shows my original time series data. There appears to be a slight upward trend in the data, indicating that the original data is most likely nonstationary. 
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The following graph shows the autocorrelation of the original time series data for various lags. Examining the graph of the autocorrelations, or the correlogram, will help confirm that the original time series is nonstationary. The autocorrelation should go quickly to zero if the series is stationary. While the autocorrelations do move towards zero, they do so slowly, further indicating that the original series is nonstationary.

  [image: image2.emf]Correlogram - Original Data
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I will now look at the first difference of the data to see if it is stationary. The following graph shows the first difference of the original time series data. This data does not show a trend, and therefore appears to be stationary.
[image: image3.emf]1st Difference of US Annual Coffee Consumption
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Again I will look at the correlogram to confirm that the first difference is stationary. The graph below shows that the autocorrelation starts at 1 and quickly moves toward 0.

[image: image4.emf]Correlogram - First Differences
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Autocorrelation functions for autoregressive processes are typically geometrically dampened, oscillating functions that are shaped like a sine curve. Because the correlogram above exhibits this behavior, I will fit several autoregressive models to the data and determine which is the best fit. In addition, because I am modeling the first differences of the data I will look at the ARI(1,1,0), ARI(2,1,0), and  ARI(3,1,0) models. 
Parameter Estimation

I used the regression tool in Excel to determine the parameters for these three models. I came up with the following equations:

ARI(1,1,0): yt = 0.1586 – 0.3387yt-1 + et
ARI(2,1,0): yt = 0.1422 – 0.3652yt-1 – 0.1507yt-1 + et
ARI(3,1,0): yt = 0.1756 – 0.3407yt-1 – 0.1819yt-1 – 0.0687yt-1 + et
Note that the absolute values of the sums of the coefficients in all 3 models are less than 1, indicating that the models are stationary.

Diagnostic Checking

Next I will perform a Box and Pierce test on the sample autocorrelations of the residuals of the 3 models. If the calculated Q statistic is less than the value in the chi-square table, then we do not reject the hypothesis that the residuals are white noise, and the model is acceptable. The smaller the Q statistic compared to the chi-square value, the better the model. Note that the degrees of freedom to use when looking up the chi-square value are the number of lags used to get the Q statistic minus the order of the model.
The following are the Q statistics and 90% chi-square values using 15 lags:

ARI(1,1,0): Q-statistic = 7.96, Degrees of Freedom = 15-1=14, Chi-Square = 23.68

ARI(2,1,0): Q-statistic = 5.36, Degrees of Freedom = 15-2=13, Chi-Square = 22.36

ARI(3,1,0): Q-statistic = 4.22, Degrees of Freedom = 15-3=12 , Chi-Square = 21.03

All of the Q-statistics are much smaller than the chi-square values. Therefore, each model would be a good representation of the time series data. The ARI(3,1,0) model has the smallest Q-statistic compared to the Chi-Square value. Therefore, I would choose the ARI(3,1,0) model as the best model of the three tested.
Model Evaluation
The graph below shows the three models versus the first differences of the data. The three models are very similar. While they are a good representation of the pattern of ups and downs of the data, they do not appropriately model the severity of some of the peaks and troughs. 
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The following is a graph of the original data versus the predicted coffee consumption using the models. I calculated the coffee consumption using the models by starting with the first observation and adding the change in consumption predicted by the ARI models to the previous consumption amount. As you can see, the models are a close fit, except for the period from 1937-1954. Large jumps in the data during this time that were not able to be predicted by the models account for this period of discrepancy.
[image: image6.emf]Modeled Versus Actual Data - Original Data
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Conclusion
In conclusion, using the techniques that I learned in the time series course I was able to closely model the coffee consumption of the US from 1910 to 1965. While my model could closely predict the pattern of consumption, it could not predict the steep peaks and troughs in the data. A more complex time series model would be needed for this. 
