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Introduction:
Regression analysis was used to develop a model that predicts college graduation rates among the top 100 colleges in the United States. It should be noted that the six year graduation rate was studied, and not the four year graduation rate. Graduation rate data was obtained from http://www.kiplinger.com/tools/colleges/, and were reported by the schools for the class entering in 2002. Various factors including admission rate, student to faculty ratio, retention rate, percentage of female students and SAT scores were analysed to determine which factor(s) had the greatest influence on graduation rates. Raw data obtained from the Kiplinger website is found in the Raw Data tab of the Excel workbook. Colleges with incomplete data are highlighted in yellow and were omitted from the analysis.
An initial model with six independent variables and a constant term will be constructed. R2 and adjusted R2 will be used as a measure of goodness of fit, t-stats used to test the null hypothesis that the parameter for an individual variable is equal to zero, and the F‑test will be used to jointly test the null hypothesis that all parameters are equal to zero. Potential problems that often occur with regression analysis, including multicollinearity, serial correlation are relatively easy to fix and will also be investigated. The intent is to develop the simplest model that is both consistent and efficient. Excel was used for the analysis, with all regressions performed at a 95% confidence level.
Define:

· G = 6-year graduation rate

· A = admission rate

· SF = student to faculty ratio

· FRR = freshman retention rate

· FM = % female students

· V = % of students with SAT verbal score of 700-800

· M = % of students with SAT math score of 700-800

G = 1 + 2A + 3SF + 4FRR + 5FM + 6V + 7M
Analysis:

Regression 1

The equation for the six variable model is given by:

G = -1.0988 - 0.0421 A - 0.0121 SF + 1.5980 FRR + 0.7084 FM + 0.1592 V + 0.0185 M

Results of the six variable regression equation:

	Regression Statistics

	Multiple R
	0.791510445

	R Square
	0.626488785

	Adjusted R Square
	0.601022111

	Standard Error
	0.092739688

	Observations
	95


	 
	df
	SS
	MS
	F
	Significance F

	Regression
	6
	1.269473349
	0.211578892
	24.6003381
	6.33331E-17

	Residual
	88
	0.756857177
	0.00860065
	
	

	Total
	94
	2.026330526
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-1.098813553
	0.256403185
	-4.285491046
	4.64721E-05

	A
	-0.042146857
	0.07898537
	-0.533603337
	0.594961253

	SF
	-0.012077902
	0.003350941
	-3.604331174
	0.00051808

	FRR
	1.598024902
	0.273991182
	5.832395384
	8.88969E-08

	FM
	0.708386077
	0.171953339
	4.119641304
	8.55138E-05

	V
	0.159194623
	0.207585071
	0.766888592
	0.445200311

	M
	0.018497702
	0.177128279
	0.104431106
	0.917064889


The six variable model has an R2 = 0.6265 and an adjusted R2 = 0.6010 indicating the six model is a decent predictor of graduation rate.

Based solely on the low p-values for student to faculty ratio (SF), freshman retention rate (FRR) and percentage of female students (FM), these three factors appear to have a significant influence on graduation rate (G). This is further confirmed the t-stats for SF, FRR, and FM which are all significant at the 5% significance level. Thus we are 95% confident that the coefficients for SF, FRR and FM are not zero.
Based on the t-stats at the 5% significance level, admission rate (A), % students with SAT verbal score of 700-800 (V), and % of students with SAT math score of 700-800 (M) do not appear to be important predictors of graduation rate.
Multicollinearity
Correlation between pairs of independent variables:
	 
	A
	SF
	FRR
	FM
	V
	M

	A
	1
	
	
	
	
	

	SF
	-0.05412
	1
	
	
	
	

	FRR
	-0.48107
	-0.10651
	1
	
	
	

	FM
	-0.25707
	0.12185
	0.005702
	1
	
	

	V
	-0.26217
	-0.38198
	0.421364
	-0.0204
	1
	

	M
	-0.33883
	-0.26827
	0.649626
	-0.33756
	0.73534
	1


Multicollinearity occurs when two or more independent variables are highly correlated, and may be present if:

I. There is a relatively high R2, with few significant t-stats, or F-stat is highly significant while none of the t-stats are significant. (Not relevant in this case as, R2 is only moderately high, and even though the F-stat is highly significant, there are three significant t-stats)
II. There is a relatively high simple correlation between one or more pairs of independent variables. (May be an indication of multicollinearity, as the correlation between M and V is 0.74, and the correlation between M and FRR is 0.65.)
While multicollinearity does not affect the efficiency of the model, it can make it difficult to interpret the model’s coefficients. Multicollinearity can often be fixed by dropping independent variables. Since variables A, V and M are not significant in the six variable model, and there is a high degree of correlation between M and V, and A and V; variable M will be the first variable removed from the regression model.
Regression 2

The equation for the five variable model is given by:

G = -1.1053 - 0.0437 A - 0.0121 SF + 1.6140 FRR + 0.6975 FM + 0.1747 V
Results of the five variable regression equation:

	Regression Statistics

	Multiple R
	0.791481203

	R Square
	0.626442495

	Adjusted R Square
	0.605456119

	Standard Error
	0.092222921

	Observations
	95


	
	df
	SS
	MS
	F 
	Significance F

	Regression
	5
	1.269379552
	0.25387591
	29.8499596
	1.09817E-17

	Residual
	89
	0.756950975
	0.008505067
	
	

	Total
	94
	2.026330526
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-1.105275198
	0.247438953
	-4.466860143
	2.32374E-05

	A
	-0.043749652
	0.077048142
	-0.567822286
	0.571585352

	SF
	-0.012064032
	0.00332965
	-3.623212692
	0.000483704

	FRR
	1.613968868
	0.226244156
	7.133748313
	2.49984E-10

	FM
	0.697524037
	0.136166004
	5.122600484
	1.73281E-06

	V
	0.17469775
	0.144288772
	1.210750827
	0.229196353


R2 = 0.6264 and adjusted R2 = 0.6055 for the five variable model are virtually identical to those for the six variable model, indicating that the six variable model is no better at predicting the graduation rate than the five variable model. Furthermore, variables A and V are again insignificant as indicated by the t-stats which are less than the critical t-values at the 5% significance level. Variables SF, FRR and FM are all significant at the 5% significance level, thus we are 95% confident that the coefficients for SF, FRR and FM are not zero. The five variable model is preferred to the six variable model, as it a simpler model.
Variables A and V are removed from the regression model for the three variable regression.

Regression 3
The equation for the three variable model is given by:

G = -1.2475 - 0.0134 SF + 1.7788 FRR + 0.7229 FM

Results of the three variable regression equation:
	Regression Statistics

	Multiple R
	0.78616228

	R Square
	0.618051131

	Adjusted R Square
	0.60545941

	Standard Error
	0.092222536

	Observations
	95


	 
	df
	SS
	MS
	F
	Significance F

	Regression
	3
	1.252375873
	0.417458624
	49.08392843
	5.81597E-19

	Residual
	91
	0.773954653
	0.008504996
	
	

	Total
	94
	2.026330526
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-1.247477382
	0.184937895
	-6.745385416
	1.37628E-09

	SF
	-0.01341224
	0.003061509
	-4.380924976
	3.15726E-05

	FRR
	1.77883695
	0.1857511
	9.576454459
	1.9622E-15

	FM
	0.72293015
	0.130729761
	5.529958467
	3.04139E-07


R2 = 0.6181 and adjusted R2 = 0.6055 are again virtually identical to the R2 and adjusted R2 for the six variable and five variable models, which indicates that the three variable model is just as good a predictor of graduation rate as the five and six variable models. The t‑stats have increased for all three variables, again confirming that SF, FRR, and FM are significant at the 5% significance level. The p-values for the three coefficients are virtually zero, indicating that we are very comfortable in rejecting the null hypotheses that 3 = 0, 4 = 0, and 5 = 0. Due to the very high F-stat, the F-test allows rejection of the null hypothesis that 3 = 4 = 5 = 0. Furthermore, the high F-stat, and high t-stats is a good indication that the independent variables are not highly correlated.
When I first looked that the data for this project, my initial expectation was the % female students (FM) was not going to be significant. Although I fully expect the three variable model to be a better model than a two variable model without FM, Regression 4 shows the results if FM is removed from the three variable model.
Regression 4
G = -0.9260 - 0.0133 SF + 1.798 FRR

	Regression Statistics

	Multiple R
	0.699784018

	R Square
	0.489697672

	Adjusted R Square
	0.478604143

	Standard Error
	0.106016876

	Observations
	95


	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	0.992289342
	0.496144671
	44.1426419
	3.63134E-14

	Residual
	92
	1.034041185
	0.011239578
	
	

	Total
	94
	2.026330526
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-0.92598591
	0.201822559
	-4.588118965
	1.41001E-05

	SF
	-0.011327137
	0.003492645
	-3.243140046
	0.001647895

	FRR
	1.798279874
	0.213496876
	8.422979796
	4.71823E-13


As expected, with FM removed from the three variable model, the two variable model is a worse predictor of graduation rate.  R2 = 0.4897 and adjusted R2 = 0.4786 have decreased significantly for the two variable model. 
Serial Correlation:

Serial correlation occurs when adjacent error terms are correlated.  Serial correlation does not affect the unbiasedness or consistency of the ordinary least squares estimators, but does affect their efficiency. The Durbin Watson Test will be used to test for serial correlation. The DW stat ranges from 0 to 4, with a value of 2 indicating no first order serial correlation. A DW stat less than 2 indicates positive serial correlation, and a value greater than 2 indicates negative serial correlation.
For the three variable model G = -1.2475 - 0.0134 SF + 1.7788 FRR + 0.7229 FM:

The Durbin Watson stat was calculated using Excel. Refer to the Data for Regression 3 tab of the Excel workbook for the calculation.
DW = 1.67
for N = 95, k = 3, at 5% significance level, dL = 1.60, dU = 1.73
Since DW is less than 2, positive serial correlation may be present. However, since dL < DW < dU, we can not accept or reject the null hypothesis that no serial correlation is present. Therefore, based on the Durbin Watson Test no conclusion can be made regarding serial correlation.
Conclusion:

The three variable model, G = -1.2475 - 0.0134 SF + 1.7788 FRR + 0.7229 FM was chosen as the best model. Compared to the six and five variable models, the three variable model was simpler, produced similar results (based on R2 and adjusted R2) to the more complex models, and did not show signs of multicollinearity.

Not all that surprising was the fact that the student to faculty ratio, and the freshman retention rate were key factors in predicting college graduation rates. However, it was surprising that the percentage of female students was a more important factor in predicting college graduation rates than SAT scores and college admission rates.
