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Introduction

This paper discusses the use of ARIMA methods to model average monthly surface temperatures in the United States from 1900 through 2005. The data is measured as the difference in degrees Celsius from the 25-year monthly average between 1951 and 1975. This is particularly interesting in light of the current debate around the issue of global warming. Many are interested in determining if it is reasonable to assume that global temperatures will continue to rise in the future and if we can accurately predict how quick it will rise or fall. I will demonstrate below how I have chosen a time series model to forecast future temperatures.
Model Specification

The first step in modeling time series data is to determine the best orders to use in the ARIMA process. There is no absolute model that is right while all others are wrong. Rather, we use a process of determining a few candidate models and are given some flexibility in choosing which one seems to be the most appropriate. To start, I have plotted the data as shown below:
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As you can see, there is a clear trend that needs to be differenced out of the data before we do any other analysis. After differencing the data once, we have the following time series:
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Now, we can look at the SACF of the differenced data to determine the order of the moving average process needed in our model:
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There is one significant spike at the first lag, and then it drops quickly and remains close to zero beyond that point. We can use this evidence to start with a moving average process of the first order. Next, we want to know what order to use for the autoregressive process in the time series. We can determine this by looking at the PACF of the differenced data below:
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This graph doesn’t drop off as abruptly as the ACF does, but we will try a few models using anywhere from one to four lag orders in the autoregressive process.

Parameter Estimation
I ran the model using several combinations of possible (p,d,q) orders including: (1,1,1), (2,1,1), (3,1,1), (4,1,1), and other slightly variant models from these. After inspection, I chose to use the (2,1,1) model since it yielded the lowest AIC criterion value and had estimated parameters that were all significant with p-values all lower than 0.01. This model yielded the following fitted equation and graph:
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with an R2 of  and a chi-squared statistic of 30.7976 with K = 30, falling well within the eighty percent range of 18.1 and 36.7.
Diagnostic Checking
Now that we have found an acceptable model above, we look at the SACF and the PACF of the residuals to ensure that all significant serial correlation has been explained by the model (only white noise is left). Below we see that the SACF of the residuals of this model show no significant spikes in either direction:
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Next we look at the PACF and see that there is still a little oscillation going on, but it is all pretty small, so we will consider the model to be reasonable well fitted.
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Model Evaluation
Finally, as part of the four step process, I evaluated the validity of the model by performing an ex-ante prediction to see how the model will predict future temperatures. The blue line represents the predicted temperatures, while the red and green lines represent 90% and 95% confidence intervals, respectively.
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It is clear that the data is following a slight upward trend, and the predicted amounts continue that upward trend in the near future. This seems like a reasonable prediction for the future.
Conclusion
We see that the surface temperature time series is well modeled using an ARIMA model. The resulting model is stationary and, therefore, can be useful for making reliable predictions about future surface temperatures within a reasonable horizon. I found it interesting to see the high, negative relationship between the error of the first lag and the current observation. This seems to make sense, as we often see that extreme temperatures in one direction are often offset by divergent temperatures in the opposite direction. While the cause of this trend is debatable, one thing is not – global surface temperatures have been rising for several decades now and appear to be rising still.
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