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Selling Price of Suburban Residential Properties
1. Introduction
Selling price of suburban residential properties is related to property characteristics. This study focuses on a new, large residential property development on the outskirts of a major city.  The objective of the project is to explore possible determinants of property selling price. This report details regression analysis to achieve this goal, including model development, diagnostics and remedial measures for adequacy of the regression model. Whenever possible, formal statistical tests are employed to assure the robustness of the regression model.

The next section of the report presents the overview of the methodology. Section 3 presents the initial exploratory analysis for selecting possible predictor variables. Section 4 details the process of building the regression model, and includes diagnostics and remedial measures for adequacy of the regression model. Section 5 summarizes the results of the analysis.
2. Methodology

The objective of the study is to construct a model to explain selling price of suburban residential properties. An exploratory model building technique will be employed to develop a valid regression function, which will proceed by following the subsequent steps:

1. Exploratory data analysis

2. Development of one or more tentative regression models

3. Identification of the most suitable model

4. Inference based on the final regression function

In the explanatory data analysis stage, an initial analysis of the descriptive statistics will be performed to investigate potential variables to enter into the regression model and to see potential sources of multicollinearity. Some variables will be re-coded so as to derive variable measures that are more relevant to the research question.

The second stage of the analysis will develop one or more tentative regression models. The model building process will follow a stepwise regression procedure. Formal tests for usefulness of added variables will be incorporated within the procedure.

The next stage will examine the adequacy of the regression model derived from the second stage. This stage will primarily consist of performing diagnostics to investigate possible problems to the derived regression model – problems such as outliers, influential observations, multicollinearity. Remedial procedures will be employed if certain diagnostic problems arise. 

Finally, inferences will be made based on the final regression model. The parameter estimates will be reported and the regression model will be interpreted.

3. Exploratory Data Analysis
As discussed in the previous section, the model-building will start with an initial exploratory data analysis. The initial data set consisted of 6 variables related to selling price. The original variables are described as Table 1. The reason for including X4 (lot size squared) is that there may be a curvilinear effect of lot size of lot size on selling price. The data set includes data for these independent variables and dependent variable (selling price) for 30 properties. Among these variables, only Style (X6) is a categorical variable that has three qualitative categories: ‘E’, ‘M’, and ‘S’. The variable needs to be recoded and simple dummy coding (0, 1 coding) is used as in Table 2. The descriptive statistics for the real estate data set is presented in Table 3. 


Table 1: Real estate data set

	Variable
	Description                                

	Price (Y)
	Selling price (in dollars)

	Tax (X1) 
	Property taxes (annual taxes, in dollars)

	Hsize (X2) 
	House size (floor area, in square feet)

	Lsize (X3) 
	Lot size (in acres)

	Lsizesq (X4) 
	Lot size squared

	Attrac (X5) 
	Attractiveness index

	Style (X6) 
	Style (E, S, or M)



Table 2: Variable style coding
	Style
	Sty1 (X61)
	Sty2(X62)

	E
	1
	0

	M
	0
	1

	S
	0
	0


Table 3: Simple statistics of variables
         Variable
 N          
Mean       
Std Dev         Sum       
Minimum        Maximum

         price             
30     
312.13333    56.52020  9364     
217.00000      474.00000

         tax               
30          
4711            1012          141336          
3178               6722

         Hsize             
30          
2903    
   522.91183   87100          
2000              3900

         Lsize             
30       
2.37000       0.97314      71.10000       
1.10000         4.40000

         Lsizesq           30       
6.53233       5.00470      195.97000       
1.21000         19.36000

         attrac            
30      
70.66667     9.37838      2120      
40.00000       85.00000

         sty1              
30       
0.66667       0.47946      20.00000           0                    1.00000

         sty2              
30       
0.33333       0.47946      10.00000           0                    1.00000

4. Model Building

4.1. Initial Insight from the Data Set

Model building begins with the exploration of the data by examining the matrix plot of all tentative variables. The purpose of this initial examination is to identify potential predictors and their form for the initial regression model building stage. 

Figure 1: Scatter plot
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Table 4: Correlation matrix

	 
	price
	tax
	Hsize
	Lsize
	Lsizesq
	attrac
	sty1
	sty2

	price
	1
	 
	 
	 
	 
	 
	 
	 

	tax
	0.4693
	1
	
	
	
	
	
	

	Hsize
	0.6258
	0.2813
	1
	
	
	
	
	

	Lsize
	0.1206
	0.7397
	-0.2898
	1
	
	
	
	

	Lsizesq
	0.1181
	0.7211
	-0.2680
	0.9848
	1
	
	
	

	attrac
	0.3610
	0.0288
	-0.1284
	-0.0189
	-0.0657
	1
	
	

	sty1
	-0.8063
	-0.4872
	-0.4355
	-0.3030
	-0.3187
	-0.3093
	1
	

	sty2
	0.8063
	0.4872
	0.4355
	0.3030
	0.3187
	0.3093
	-1
	1


Figure 1 shows the matrix plot of all tentative variables, while Table 4 presents the correlation matrix of the variables. It can be seen from the matrix plot and correlation matrix that style (sty1 and sty2) has the strongest linear association with selling price. House size has high correlation with price. The variables tax and attractness also show moderately high correlation with the response. There appears in the correlation matrix that some of the potential predictor variables are highly correlated with other potential predictor variables, for example, tax and lot size, tax and style, Hsize and style, Lsize and Lsizesq. Therefore, it is necessary to include the interactions between the variables and other predictor variables in the initial set of tentative variables. The interaction between sty1 and sty2, Lsize and Lsizesq are not included because they are meaningless. The interaction between tax and Lsizesq is not considered because of the selection of tax and Lsize. 

From the above primary insight, the following variables and high interaction terms between the variables are considered for the regression model building: tax, Hsize, Lsize Lsizesq, attrac, sty1, sty2, tax:Lsize, tax:sty1, tax:sty2, Hsize:sty1, Hsize:sty2 (‘:’ represents two-way interaction).  

4.2. Stepwise Regression Model

Since there are many potential variables as predictors in the data set (12 variables), the stepwise regression procedure is chosen for building the regression model. Stepwise regression removes and adds variables for the purpose of identifying a useful subset of many potential predictors. 

The results of the stepwise regression analysis are summarized in Table 6. The results show that the variables that entered the regression as predictors were: Hsize, attrac, sty1, sty2, Hsize:sty2, in order of entrance. All the coefficients of all the parameters of all intermediate models are significant, as can be shown from the t statistics and p values in Table 5. In addition, all intermediate models are significantly useful from the F tests of the null hypothesis that all predictors are zeros.

Table 5: Parameter coefficients, their correlation, and ANOVA table

Coefficients:

                
Value 
     Std. Error   
t value  

Pr(>|t|) 

(Intercept)  
140.5705   52.0276     
2.7018    
0.0125

      Hsize   
0.0272       0.0102     
2.6562    
0.0138

     attrac    
1.2488       0.4854     
2.5728    
0.0167

       sty1  
-34.0227    10.4913    
-3.2429    
0.0035

       sty2 
-180.8893  87.0854    
-2.0771    
0.0487

 Hsize:sty2    
0.0730       0.0273     
2.6740    
0.0133

Residual standard error: 21.94 on 24 degrees of freedom

Multiple R-Squared: 0.8753 

F-statistic: 33.69 on 5 and 24 d.f., the p-value is 4.266e-010 

Correlation of Coefficients:

           

(Intercept)   Hsize     attrac      sty1       sty2 

 Hsize 

-0.7882                                    

 attrac 

-0.8254      0.3328                        

 sty1 

-0.3074      0.2929    0.0443                

 sty2 

-0.2706      0.3391    0.0972    0.1661        

 Hsize:sty2  
0.3119       -0.3813   -0.1449  -0.1106  -0.9913

                    Df    Sum of Sq   Mean Sq     F Value      Pr(F) 

Hsize           1      36282.82    36282.82    75.37984   0.00000001

attrac           1      18351.16    18351.16    38.12569   0.00000222

sty1             1       13881.09   13881.09     28.83884   0.00001633

sty2             1       9132.76      9132.76      18.97388   0.00021368

Hsize:sty2   1       3441.64      3441.64       7.15023    0.01327372

Residuals    24    11552.00     481.33                    
In summary, the final model produced from the stepwise regression is:

Ŷ(price) = 140.5705 + 0.0272 Hsize + 1.2488 attrac – 34.0227sty1 – 180.8893sty2 + 0.073Hsize:sty2

In terms of notations in Table 1 and Table 2, the model is:

Ŷ = 140.5705 + 0.0272 X2 + 1.2488 X5 – 34.0227 X61 – 180.8893 X62 + 0.073 X2: X62
The coefficient of determination of the derived regression model is 87.53% (R-square). This means that the regression model explains approximately 87.5% of the variance in selling price in the data.

4.3. Model Refinement - Diagnosis and Remedial Measures
In this section, several diagnosis procedures will be performed to assess the adequacy of the linear regression model derived in the previous section. 

4.3.1. Outlier and Influential Observation Analyses

The first procedure is to examine if there are any outliers with respect to the response variable (selling price). Since it is not suspected in advance that any case would be an outlier, the Bonferroni test for the 30 observations is performed. The results of the Bonferroni test suggest that all studentized deleted residuals are smaller than the Bonferroni t value (t(1-0.05/60, 24) = 3.5094). Therefore, we fail to reject the null hypotheses testing if each case is an outlier. But from the residual plot outliers in response can be identified, which are case 9, 10 and 20. All these three cases appear at the two tails of QQ plot and their influence is acceptable if included in the model.

The next is to examine possible outliers in the predictors. This was achieved by calculating the leverage values (hii) for each case and comparing it with the critical value 2p/n ( 2*6 / 30 = 0.4). The leverage value hii is a measure of the distance between the X values for the ith observation and the mean X value. The result in Table 6 shows that case 5 is an outlier.


Figure 2: Graphical summary of stepwise regression model
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Table 6: Outliers in predictors
     price  tax     Hsize  Lsize  Lsize.sq    attrac   sty1    sty2       lev 

5   303    4182  3900   1.1     1.21            40         0          0         0.5224226
If we exam the fifth property, it can be seen that the property has the largest Hsize and the lowest attractiveness. Then the model without the outlier is fitted. The result in Table 7 shows that the difference is slight and ignorable. Therefore the model with all cases is considered.


Table 7: Parameter coefficients, their correlation without outliers
Coefficients:

                   Value        Std. Error     t value     Pr(>|t|) 

(Intercept)  133.8143   55.2885       2.4203     0.0238

      Hsize    0.0256       0.0110        2.3213     0.0295

     attrac     1.3903       0.5962        2.3318     0.0288

       sty1     -32.9926    10.9486      -3.0134    0.0062

       sty2       -184.1886   88.9544   -2.0706    0.0498

 Hsize:sty2    0.0744       0.0280     2.6595     0.0140

Residual standard error: 22.32 on 23 degrees of freedom

Multiple R-Squared: 0.8762 

F-statistic: 32.54 on 5 and 23 d.f., the p-value is 1.056e-009 

Correlation of Coefficients:

                     
(Intercept)   Hsize     attrac      sty1      sty2 

Hsize 

-0.6161                                    

attrac 

-0.8162       0.0739                        

sty1 

-0.3510       0.1956   0.1602                

sty2 

-0.2329       0.3477   0.0312   0.1419        

Hsize:sty2  
0.2628        -0.3962  -0.0534  -0.0810 -0.9909
Then it is to examine if there are influential observations in the data set. The method used to explore influential observations is Cook's distance.  Cook’s distance plot in Figure shows that the influential observations are case 10, 14, and 20. Since they are located at the two tails of QQ plot, they may not affect the fitted regression function to any substantial extent.  .
The results of the above analyses of the outliers with respect to the response variable and the predictor variables suggest that the derived regression model is robust. Since outliers with respect to the response variable are not evident, even when there is one outlier with respect to predictor variables, this means that the regression produces reasonably good fit even with extreme cases. Furthermore, the robustness of the regression model is again reconfirmed with the exploration of influential cases.

4.3.2. Constancy of Error Variance

It is essential to perform analysis of the residuals after model fitting. One first should examine the residual plot of the residuals against the fitted values of the regression function (Figure 2). Note that from Figure 2 that there may be of problem of non-constancy of error variance – the variance of the residuals increase as the fitted values increase. However, the results of the modified Levene test show that the error variances are constant (|t*| = 1.49  <  t(0.975, 27) = 2.05). 

4.3.3. Test for randomness

The Durbin-Watson statistic (DW) is used to test for first-order correlation (autocorrelation) in error terms. The test is useful when the data is observed over a systematic manner, like time or space. The DW statistics for the residuals from the final model of realestate data is 1.961, very close to expected value of 2. Since the data was not collected over time or space, there is no correlation in error terms.

4.3.4. Test for normality

Shapiro-Wilk test is used for examining the normality of the error terms. In examining residuals, P-value for Shapiro-Wilk statistics (W = 0.9812) is 0.8575. Thus the assumption of normality of the error terms is satisfied. 

4.2.5. Multicollinearity

In order to investigate whether there might be a problem of multicollinearity, the variance inflation factors (VIF) is estimated. Table 8 shows the VIF values for the regression coefficients. The VIF values considerably larger than 1 indicate muticollinearity problems. Note that the coefficients of sty2 and Hsize:sty2 have very high VIF values, which means that a problem of multicollinearity is present in the regression model. 

The recommended remedial measure in situation of multicollinearity is to perform ridge regression. The goal of ridge regression is to obtain a more precise estimate of the coefficients by allowing biased estimations of the regression coefficients. This will be studied in further research. 


Table 8: Variance inflation factor           

Hsize

   1.723070

Attrac

   1.248420

Sty1

   1.646438

Sty2

 105.039685

Hsize*sty2 
 108.206302
5. Conclusion and Discussion

This study explored the determinants of selling price of suburban residential properties. The results of the regression analysis suggest that different factors determine selling price. Let us return to the final regression model:

Ŷ = 140.5705 + 0.0272 Hsize + 1.2488 attrac – 34.0227sty1 – 180.8893sty2 + 0.073Hsize:sty2

In terms of notations in Table 1 and Table 2, the model is:

Ŷ = 140.5705 + 0.0272 X2 + 1.2488 X5 – 34.0227 X61 – 180.8893 X62 + 0.073 X2: X62
The regression model states that selling price is positively related to house size, attractiveness, but is negatively related to the style. The effect of house size and style 2 depend on the other’s levels. 

In the study, various procedures were followed to assure the adequacy of the regression model. Outlier analysis was performed to examine whether there might be some influential data points that would influence the model parameter coefficients. Residual analysis was performed to test the statistical assumptions of the linear regression model – i.e., constant error variance, randomness and normality. Multicollinearity may be a serious potential threat to valid regression analysis. In order to correct for multicollinearity, ridge regression might be performed to estimate a slightly biased but more stable regression function. This is left for further study. 
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