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Introduction

The Chinese economy is booming following the policy change toward market oriented economy in 1978. At the same time, the divorce rate shows significant increase along with the rapid growth of economic activities. Hence, it would be interesting to study the divorce rate in China. Several time series models will be fit to the actual divorce rates, and goodness of fit will be estimated by various statistical techniques. 
Data

The annual divorce rate data set is obtained from the official website of National Bureau of Statistics of China (NBSC). The crude divorce rate is used since the method for computing the crude divorce rate is commonly used internationally as stated by the China Statistical Yearbook. It is the ratio of the number of divorced couples over the average population in the current period. 
http://www.stats.gov.cn/english/statisticaldata/yearlydata/
Model Specification
The divorce rate follows a steady increase pattern after the economic reform in 1979. There’s a small drawback in year 2002, but it rises immediately after that. 
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Figure 1 – Annual crude divorce rates in China 
The divorce rate grows by 389% over the 30-year period. It equals to 5.6% converted to annualized growth. After the small decline in 2002, the rate seems to increase even more. However, there’s no indication of seasonality in the series. The obvious upward trend in figure one doesn’t reveal any peaks while some random fluctuation underlies in the series. 
The stationarity of the series is assessed by the sample autocorrelation function. The correlogram below displays the pattern of autocorrelation for divorce rate. 
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Figure 2 – The autocorrelation of the divorce rates time series
The autocorrelation values are calculated by the macro in the NEAS template technique spreadsheet. A stationary series will show autocorrelation declining fast to zero. However, as seen from figure 2, the autocorrelation doesn’t go to zero until 11 lags. It keeps decreasing below zero and picks up back a bit in the end. The degree adjusted autocorrelation has the similar pattern as figure above. Hence, the divorce rate can’t be stationary with the apparent upward trend and the autocorrelation movement. 
In order to achieve stationarity, the first difference of the series is taken. The following graph shows the pattern of the first difference. 
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Figure 3—First Difference of the divorce rates in China

The first difference of divorce rate is generally stationary. There is one spike during 2002 to 2004, which could be caused by the sudden drop in 2002’s divorce rate. It should be perceived as random flunctuations rather than seasonality. Furthermore, there’s no trend shown in figure 3 with values moving around horizontal axis. 
The correlogram below reveals the stationarity of the divorce rate after taking the first difference. The sample autocorrelation goes to zero quickly and flunctuates around zero after lag 1.
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Figure 4—First Difference Autocorrealtion of the divorce rates in China
The second difference correlogram is also plotted in the spreadsheet, but it oscillates a lot and distorts the pattern in first difference. By the principle of parsimony, overdifferencing should be avoided. With first difference of crude divorce rate being stationary, the models’ degree (d) will be kept at 1. 

The sample autocorrelation is 42% for lag 1 while it drops to 1% in the next lag. The sharp movement indicates that the series will contain a moving average term. The reasons are as follows: 
· Suppose it’s an AR(1) process, the estimated parameter φ would be 0.42. The sample autocorrelation for lag 2  = φ2 = 0.422 = 0.1764 > 0.01
· The standard error for first lag with AR(1) is [(1- φ2 )/n]0.5  = 0.139. 

· Even if the sample autocorrelation is off by one standard deviation, 0.282  = 0.076 > 0.01
Therefore, AR(1) is not an ideal model for the first difference of divorce rate. The MA(1) process would result in a zero autocorrelation for lag 2, which seems to match the case here. Other than MA(1), the AR(2) process with φ1 > 0 and φ2 < 0 could also occur a cyclical series with high autocorrelation in lag 1. The ARMA(1, 1) could be another possible model for the series. The goodness of fit will be accessed for these three models after obtaining the parameters. 
Parameter Estimation
The parameters for AR(2) process is calculated by using the regression analysis tool in Excel, while the coefficients for MA(1) and ARMA(1,1) are calculated by Yule-Walker equations and goal seeker analysis tool in Excel. All the three models are fit on the stationary first difference series. 
i. AR(2):  Yt  = 0.033817 + 0.505314* Yt-1– 0.188784*Yt-2 + et
For a second degree autoregressive process being stationary, the following conditions need to be satisfied:

φ1 + φ2 < 1, φ1 - φ2 < 1 and ׀ φ2׀ < 1 
The estimated parameters do apply to them; hence, it confirms the stationarity. 
ii. MA(1): Yt  = 0.05 + et + 0.5338*et-1
δ is the mean of the time series = 0.05
[image: image5.emf]  = [–1 + (1 – 4 * 0.422)0.5] / (2 * 0.42) = -0.5338 
The ρ1 is estimated as sample autocorrelation γ1. For maintaining stationarity, only the root with absolute value less than 1 is adopted. 

iii. ARMA(1,1):  Yt  = 0.045557 + 0.028564*Yt-1 + et  + 0.4908*et-1
The ρk is estimated by the sample autocorrelations with lag 1 and lag 2 being 42% and 1%. The following formulas can be used to calculate the coefficients.
[image: image6.emf]
[image: image7.emf]   For k > = 2
φ1 = γ2 / γ1 = 1% / 42% = 0.028564
42% = [(1 – Ө1 × 1/42) × (1/42 – Ө1)] / (1 + Ө12 – 2 × Ө1 × 1/42) 

Solving the quadratic equation for Ө1 is -0.4908. 

δ is the mean of the time series times the complement of the autoregressive parameter = 0.05 * (1 – 0.028564) = 0.045557
The parameters are less than one in absolute value and satisfy the conditions for the series being stationary. 
Model Diagnostic

· Residual Plot

The first diagnostic check would be the residual plot as shown below:
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Figure 5—Residuals for First Difference of the divorce rates in China

The shape for the residuals is similar for three models. There’s some big flunctuation around the years 2002 to 2004, which is the same as seen in the first difference series. It can be caused by the sudden drop in 2002, but further investigation for the 2002’s value can be conducted such as Bonferroni criterion test for outliers. However, in general, the variation associated with residuals reduces with time; and the plot suggests the stationarity with no trend. The three models are perceived to be adequate.

· Durbin-Watson 

The formula used to calculate the DW statistic is:
[image: image9.emf]
The technique template spreadsheet contains the computation and is used to obtain the statistic for three models: 
	
	DWS

	AR(2)
	1.9040

	MA(1)
	1.9355

	ARMA(1,1)
	1.9103





Table 1 – Durbin Waston Statistic Summary
If DW statistic is closer to 2, there’s stronger surpport for null hypothesis that no serial correlation lies in the residuals. Hence, the MA(1) process would be the best fit in terms of DW statistic. 
· Box-Pierce test
The formulas used in the template technique spreadsheet and macro result in the same values for Q-statistic. 

	
	Box Pierce Q Statistic
	Chi2 Inv

	AR(2)
	5.783
	32.007

	MA(1)
	5.053
	33.196

	ARMA(1,1)
	5.142
	33.196


Table 2 – Q-Statistic Summary
The hypothesis for Box-Pierce test is that residuals are white noise. All the models have Box Pierce Q-statistics much less than the critical chi-square value for 10% signifcant. Hence, the null hypothesis that residuals are a white noise process is not rejected. It means that the three models can be acceptable for the first difference of divorce rate. The MA(1) process again has the lowest BPQS value which strengthens the white noise hypothesis. 

Modeled vs Actual
The modeled values of first difference are plotted against the original series of first difference divorce rate as below:
[image: image10.emf]Divorce Rate - First Diff. Fitting

-0.10

-0.05

0.00

0.05

0.10

0.15

0.20

0.25

198019821984198619881990199219941996199820002002200420062008

Year

Crude Divorce Rate

Original First Diff. AR(2) MA(1) ARMA(1,1)


Figure 6— Modeled and Actual First Difference of the divorce rates in China

The MA(1) and ARMA(1,1) processes lie very close to each other while AR(2) shows more deviation from the two models as well as the original first difference series. The MA(1) process shows a little bit of better prediction overall. 
The divorce rate is calculated by the first difference and original starting values. They are also plotted against the initial divorce rate series to access the goodness of fit.
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Figure 7— Modeled and Actual divorce rates in China
As seen from the figure, the MA(1) process predicts very smiliar values as ARMA(1,1), and both follow the general trend of the original series. The series from AR(2) process tends to be off more as time increases. Therefore, IMA(1,1) and ARIMA(1,1,1) are better models compared to AR(2). They could both be used to fit the divorce rate series with the possibility of better models if increasing the degree of orders. The IMA(1,1) process seems to capture the movement of divorce rate a bit better than ARIMA(1,1,1) as time increases.  
Conclusion

The divorce rate is rapidly rising with the booming of Chinese economy after the free market reform in 1978. The traditional value toward marriage and divorce is changing in the economic development. There are a lot of factors affecting the rate such as financial independence of women and so on. 

With the trend of being linearly increasing, the first difference is taken on the crude divorce rate. Three models are fitted on the first difference based on the correlogram and other factors. The moving average process with degree of 1 has the lowest Q-statistic and closest DW statistic to 2. In addition, it better predicts first differences and divorce rates than AR(2). Even though the fitted values from ARMA(1,1) process lie very close to MA(1), the moving average would be preferable based on the principle of parsimony. 
However, none of the models captures the sudden drop in 2002 very well. The slope of the divorce rate can be affected by the sudden drop. The divorce rate before and after 2002 could be modeled separately when more years of data become available for after 2002 period. 




















































































