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Popularity of Alice

Introduction
The inspiration for this time series analysis is the story of Alice’s Adventures in Wonderland by Lewis Carroll.  Out of curiosity I decided to look at the popularity of the name of the title character.  Not surprisingly, the popularity of the name was at it’s peak in the late 19th century, and since has become a rather rare name.  However, in the last few years the popularity has risen once again.  Using ranking data from the Social Security administration, I first determined the transformation to make the series of the years 1880-1979 stationary, then tried a variety of different ARIMA models and determined which fits best.  Finally, I checked the model by forecasting ranks from 1980 through 2009.
Stationarity:

Below in Figure 1 is a graph of the rank of the name Alice from 1880 to 2009:

Figure 1
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Figure 2 shows the autocorrelations using the first 100 years of data:

Figure 2
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Although it’s pretty clear from Figure 1 that this is not a white noise process, I calculated the Box-Pierce Q-statistic for 40 lags, which turned out to be 942. The critical value at 95% is only 56.77, so this series is well outside the margin for being white noise.  The original time series is also not stationary as can be seen in Figure 2, since the autocorrelation has a clear pattern that never converges to 0.  To make this time series stationary, I tried several different transformations- the first difference (Figures 3 and 4), the first difference of logarithms (see attached excel spreadsheet), and the second difference (Figures 4 and 5).  Although the graph of 1st differences looks fairly stationary, the autocorrelation function never converges to 0.  Because the original curve looks almost exponential, I thought I’d try the first difference of natural logs; however, it was not better than the first difference.  I finally decided on the 2nd difference, shown in Figure 5 and the autocorrelation in Figure 6.  The autocorrelation decreases for the first few lags and then stays roughly at 0 for the remaining lags, indicating a stationary process.
Figure 3
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Figure 4
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Figure 5
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Figure 6
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Model Specification
To give myself options, I sampled 5 different ARIMA models.  Even though I didn’t think the 1st difference was stationary, I tried an ARIMA(1,1,0) and an ARIMA(0,1,1) just to be sure.  I also ran 3 models for the 2nd difference: ARIMA(1,2,0), ARIMA(2,2,0), and ARIMA(3,2,0). 

I determined the ARIMA(0,1,1) model parameters by use of the Yule-Walker equation as shown in the excel spreadsheet, and came up with the following model for 1st differences (I have denoted 1st differences with Y1 and 2nd differences with Y2):

Y1t = 3.0408 - 0.1356*et-1
This yielded a 40-lag Q statistic for the residuals of 142.2.  Since the residuals did not fall within the bounds of being a white noise process, I rejected this model.

For the remaining models, I used Excel’s regression tool to calculate model parameters.  The models turned out as follows:

ARIMA(1,1,0):  Y1t = 2.62989 + 0.1381 Y1t-1

ARIMA(1,2,0):  Y2t = 0.2291 - 0.6963 Y2t-1
ARIMA(2,2,0):  Y2t = 0.3372 - 0.8857 Y2t-1 - 0.2738 Y2t-2
ARIMA(3,2,0):  Y2t = 0.4482 - 0.9493 Y2t-1 - 0.4941 Y2t-2 - 0.2559Y2t-3
 For the ARIMA(1,1,0) process, µ = 1/(1-φ1) = 0.305, while the actual mean was 0.304, a close fit.  Also, φ1 < 1, indicating a stationary series.  However, the R2 value of this was 0.018, indicating poor fit, and looking at Figure 7 it’s clear that the model doesn’t fit the actual data very well, especially in later years.  Therefore, I rejected this model as well. 
Table 1 below shows a summary of the R2 values and Box-Pierce Q statistics for 40 lags for the remaining 3 models:

	TABLE 1
	R2
	Q

	ARIMA(1,2,0)
	0.485
	       35.2 

	ARIMA(2,2,0)
	0.520
	       43.0 

	ARIMA(3,2,0)
	0.549
	       31.7 


Though it looks like the ARIMA(3,2,0) model is the best fit, looking at the actual parameters, .9493 + .4941 + .2559 > 1, indicating that the model isn’t stationary.  The next best fit appears to be ARIMA(1,2,0), with Q for 40 lags = 35.2, definitely within range of a white noise process, and an R2 close to the other two models.  This was the only one of the three that met the criteria for being a stationary model, so I chose to go with that.  Figure 8 shows the comparison of fitted to actual 2nd differences, and Figure 9 shows the actual rank compared to the fitted rank.  As you can see, the ARIMA(1,2,0) process fit significantly better than the ARIMA(1,1,0) process.

Figure 7
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Figure 8
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Figure 9
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Model Forecasting
Figure 10 shows the next 20 years of data (1980-2009), as well as the forecasts for the chosen ARIMA(1,2,0) model, and the ARIMA(2,2,0) and ARIMA(3,2,0) models for comparison.  All three seem to fit similarly, but ARIMA(1,2,0) perhaps fits a little better in a few chosen spots.  Figure 11 shows one final graph, of the actual rank vs modeled ARIMA(1,2,0) rank for all 120 years.

Conclusion

The goal of this project was to analyze a time series of the popularity of the name of Alice.  While very popular about 100 years ago, it is no longer so popular.  Through techniques learned in the time series course, I concluded that an ARIMA(1,2,0) model was a good match for the data.  However, this was a rather simple analysis and a more complex model that I did not consider may be more appropriate.

Figure 10
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Figure 11
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Appendix: Data

	Year of birth
	Rank

	2009
	258

	2008
	327

	2007
	347

	2006
	384

	2005
	414

	2004
	403

	2003
	431

	2002
	444

	2001
	439

	2000
	422

	1999
	424

	1998
	439

	1997
	440

	1996
	430

	1995
	442

	1994
	425

	1993
	372

	1992
	372

	1991
	355

	1990
	346

	1989
	343

	1988
	302

	1987
	316

	1986
	339

	1985
	354

	1984
	337

	1983
	329

	1982
	326

	1981
	318

	1980
	328

	1979
	308

	1978
	292

	1977
	278

	1976
	246

	1975
	231

	1974
	216

	1973
	214

	1972
	231

	1971
	197

	1970
	201

	1969
	185

	1968
	187

	1967
	168

	1966
	156

	1965
	145

	1964
	141

	1963
	138

	1962
	133

	1961
	126

	1960
	119

	1959
	112

	1958
	115

	1957
	106

	1956
	98

	1955
	87

	1954
	81

	1953
	73

	1952
	69

	1951
	62

	1950
	57

	1949
	53

	1948
	49

	1947
	47

	1946
	44

	1945
	41

	1944
	38

	1943
	38

	1942
	39

	1941
	34

	1940
	32

	1939
	31

	1938
	29

	1937
	28

	1936
	27

	1935
	25

	1934
	25

	1933
	22

	1932
	21

	1931
	21

	1930
	20

	1929
	21

	1928
	19

	1927
	17

	1926
	17

	1925
	15

	1924
	15

	1923
	15

	1922
	15

	1921
	15

	1920
	15

	1919
	13

	1918
	13

	1917
	13

	1916
	13

	1915
	13

	1914
	12

	1913
	11

	1912
	11

	1911
	11

	1910
	10

	1909
	10

	1908
	9

	1907
	9

	1906
	8

	1905
	10

	1904
	13

	1903
	12

	1902
	10

	1901
	12

	1900
	14

	1899
	12

	1898
	11

	1897
	16

	1896
	12

	1895
	17

	1894
	17

	1893
	13

	1892
	14

	1891
	16

	1890
	14

	1889
	12

	1888
	13

	1887
	14

	1886
	11

	1885
	11

	1884
	11

	1883
	11

	1882
	8

	1881
	10

	1880
	8


