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Time Series – Spring 2010

Final Project

Introduction
I chose to do my project on the rank of the boy’s name Jared.  I chose this topic because my older brother is named Jerad (please note the difference in spelling), and I wanted to know how popular the name Jared was and if its popularity could be the reason why no one spells my brother’s name correctly. Phonetically, I believe that Jerad is more appropriate than Jared.
The popularity of names vary over time for several reasons, such as a change in the popularity of certain religions, affection to certain celebrities that may remain popular for one or several years, among countless other reasons.  My project looks at the rank of the boy’s name Jared among the top 1,000 male names in the United States from 1880 to 1979.  To review my data, one may use several different Time Series models.  This project will evaluate AR(1), MA(1), and loosely discuss ARMA(1,1).  My goal is to fit my 100 data points to determine which is the most appropriate model to fit the data.  I will then use the models to forecast the popularity of the name Jared for the years from 1980 to 2006 and compared my forecasts with the actual ranks.

Choosing a Time Series Model

Figure 1 is a preliminary graph showing the popularity of the name Jared from 1880 to 2006 compared to 1000 other boy’s names.  It is important to note that Jared reached the height of the name’s popularity in the 1930’s, then became slightly less popular.  The data suggests that this is not a naturally stationary times Series.

To test whether this was a white noise time series, even though it appeared to be non-stationary, I used the Box-Pierce Q-Statistic. I opted to use 40 lags for this project, and the Q-test statistic is 380.422, which can be found in the ‘Correlogram & Q Stat’ tab with my Excel file.  For a Chi-Squared distribution with 40 degrees of freedom, the critical value at the 95th% is 55.76.  Because my Box-Pierce Q-Statistic was greatly larger than the critical Chi-Squared value, we can determine that the hypothesis that the time series is white noise should be rejected. My methodology is on the ‘Durbin-Watson’ tab.
Figure 1

[image: image1.emf]Rank of the Male Name Jared

0

100

200

300

400

500

600

700

800

900

1000

1880188718941901190819151922192919361943195019571964197119781985199219992006


Figure 2 displays the sample autocorrelation function for the original data that has been adjusted for Degrees of Freedom.  This graph also suggests that the data is not a naturally stationary series.  I took first differences so that I could test whether or not the series was first-order homogenous non-stationary.  Figure 3 below displays the first differences.
Figure 2
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Figure 3
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Figure 3 strongly suggests that the series of the first differences is stationary.  I supported this claim by graphing the autocorrelation function for the first differences in Figure 4.  Figure 4 supports this because the function quickly becomes close to zero and then fluctuates about zero as lag increases.

Figure 4
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Model Estimation

To begin estimating which is the best model to use, I used the Regression Add-In in Excel to model an AR(1) to fit the first difference data.  The AR(1) data can be found in the ‘First Difference AR(1) & Q’ Excel tab and the equation is given by the following:
AR(1): Y(t) = -8.7954 - 0.5965Y(t-1) + e(t)

Because |Phi(1)| = .5965 is less than 1, the series is stationary.  We can find the mean of the AR(1) series by solving -8.7954/(1+.5965) = -5.509, which is also the mean of the First Difference series.  Figure 5 below compares the actual first difference series with the AR(1) model.
Figure 5
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I used the Box-Pierce Test for Good of Fit with 40 lags, which gave me a Q-statistic of 24.523, which can be found in ‘First Diff AutoCorrel & Q Stat’ tab.  This value is below the critical value of 55.76; therefore, we do not reject the hypothesis that the residuals are generated by a white noise process, and the model fits the data at the 95% confidence level.

Using the same methodology, MA(1) and ARMA(1,1) models are fit to the first difference data.  

MA(1): Y(t) = -5.509 + e(t) - .4001e(t-1)

ARMA(1,1): Y(t) = -.5965Y(t-1) – 8.7954 + e(t) - .4001e(t-1)
I again used a lag of 40 to calculate the Q-Statistics for the AR(1) and MA(1) models, which are listed below. (Programming ARMA(1,1) is not required for this student project.)  Both of the models have Q-Statistics below the critical value of 55.76 at the 95% confidence level, making both these models fit the data at the 95% level. The procedure can be found on ‘First Difference AR(1) & Q’ and ‘First Difference MA(1) & Q’
AR(1): 7.614638

MA(1): 8.944756637

Based on these results, the AR(1) is a better fit for the data.

Model Evaluation
To evaluate the models, I compared the actual ranking of the name Jared for the years 1980-2006 and compared them with the forecasted ranking for each of the two models.  These comparisons are shown in Figure 6 below.  The data in Figure 6 suggests that the MA(1) model generally underestimates the actual data and is not a very good fit.  The AR(1) is a relatively good forecast of the data, especially for the first 18 years.

Figure 6
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The final Figure in this analysis, Figure 7, compares the actual rankings from 1880 to 2006 with the forecast from the AR(1) model, which I determined to be the best fit for the data.  The model is a close fit for the actual data, especially during the periods from 1904-1912, 1944-1970, and 1982-1998.

Figure 7
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Conclusion

My intent with this student project was to use the actual ranks of the boy’s name Jared from 1880-1979 to predict the rankings in the following 27 years.  I did this by fitting AR(1) and MA(1) models to the data, testing each one separately, and finally determining which one I thought was the most appropriate.  Because the MA(1) consistently underestimated the actual data, it was fairly obvious the RA(1) model was a better fit.  This does not necessarily mean that there is not a moving average component to the Time Series, as it is rare for statisticians to agree on the most appropriate model. Factors that could affect the names that parents choose for their child include the following: religion, political figures, media, celebrities, current events, among essentially infinite others variables.  These factors affect the data in different ways.  Some factors may have absolutely no affect on the ranks at all. These factors are not important for obvious reasons.  Conversely and more importantly, it is possible for a factor to only impact the ranking of the name for one year, while another could change the ranking of a name for decades. In conclusion, the models developed in this project are basic.  Although these models do provide valuable insight, a more complex data analysis and model could provide better forecasts for the future rankings of the boy’s name Jared among other boy’s names.
Note: The year my brother was born, Jared was the 179th most popular boys name in the country.  That being said, it is hard to gauge whether or not it’s a popular enough name for the country to have a universal method for spelling it. For example, when my oldest brother Adam was born, Adam was the 22nd most popular boys name; however, depending solely on your ethnic/cultural background, the name may be spelled Adan (Spanish form),  Adham (Hebrew form), Adhamh (alternate Hebrew form), Adim (ethnicity not provided), or Adom (ethnicity not provided).  Having said all this and evaluated the data, I still believe that Jerad should be the proper, universal method of spelling my brother’s name.
