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Introduction

The purpose of this analysis is to analyze the number of international visitors to Cambodia from January 1, 2004 to December 31, 2009.  Cambodia has many tourist destinations including Angkor Wat temple which is one of the world wonders.  Many studies have indicated that the number of international visitors to Cambodia has been increased significantly since 2003.  There are many factors contributing to this increase.  One of these factors is the formal election in 2003.  After the election, the new government has brought peace to Cambodia.  Therefore, it is safer to travel around Cambodia.  In addition, new tourist destinations have been opened to the explorers to discover the beauty of these hidden places.  All these can occur due to the peaceful political environment.  The other factors include improved infrastructure and superstructure which enable the visitors to enjoy the beautiful nature of Cambodia more comfortably.  
In order to perform this analysis, it is initially necessary to determine if the series are stationary or the steps needed to produce a stationary series.  Then, a time series model such as AR, MA, or ARIMA, and its parameters are determined to be the best fit.  To determine if the parameters are appropriate to be the “best-fit”, several diagnostic tests such as Durbin-Watson, Box-Pierce Q and Chi-Squared tests are performed.  At the end, the best model was then used to forecast the data.  
Data

The data for this analysis is measured on a monthly basis from January 1, 2003 to December 31, 2009 and was found on the following website: http://www.cambodia-tourism.org/statistic/.  The number of international visitors to Cambodia in this analysis included all means of transportation.  Figure 1 below shows the number of international visitors to Cambodia from January 1, 2004 to December 31, 2009 on a monthly basis.
Figure 1
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Based on the graph above, the number of the international visitors to Cambodia has increased from 2004 to 2009.  Although, the trend seems slowing down in 2009 compared to 2008.  This may be the results of the world economic crisis.  
There are some evidences of seasonality in this original data.  It appears that there are peaks around December and January and dips from May to September.  This is exactly what I expected to see because the weather is much cooler and nicer around November to February.  It is extremely hot in Cambodia during April and May.  In addition, people tend to take time off around Christmas time to visit Cambodia.  Since there seems to be seasonality in this original data, the sample autocorrelations of this original data are calculated to observe any stationary trends.  The sample autocorrelations of the original data are shown in the Figure 2 below.
Figure 2
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The sample autocorrelation graph above also shows seasonality as shown in the original data.  The peaks occur around December and January which indicate annual seasonality.  It appears that the autocorrelation falls off quickly and is geometrically dampened and oscillating as lag k increases.
The next step in my process is to de-seasonalize the data.  My calculations can be found on the “Calc” tab in the “Time Series Project” spreadsheet.  Since the data appears to have an annual seasonality, 12-month moving averages are calculated.  A summary of the seasonal indices is shown in the table below.
[image: image3.emf]Month Seasonal Indices

January 1.1945

February 1.0851

March 1.0546

April 0.9704

May 0.7959
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Figure 3
[image: image4.emf]Internation Visitors to Cambodia: Seasonal Indices
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Figure 4 below shows a graph of both the de-seasonalized data (after applying the seasonal indices) and the original data.  
Figure 4

[image: image5.emf]Seasonally Adjusted International Visitors to Cambodia           

(from 1/1/2004 to 12/31/2009)

-

50,000

100,000

150,000

200,000

250,000

300,000

Jan-04 Jul-04 Jan-05 Jul-05 Jan-06 Jul-06 Jan-07 Jul-07 Jan-08 Jul-08 Jan-09 Jul-09

Seasonally Adjusted

Original Data


Figure 5 below shows the autocorrelation function of the de-seasonalized data.
Figure 5
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The first differences of the autocorrelation function are calculated and graphed as shown in Figure 6 below to test if this time series is stationary.

Figure 6
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Based on the graph above, there is evidence that the autocorrelation declines rapidly and somewhat remains close to zero as lag k increases.  Therefore, this series is stationary and no seasonal trends are exhibited with the seasonally-adjusted data.  
Model Specification

The model for this analysis will be fitted to the de-seasonalized data.  The Regression add-in in excel is used to estimate the parameters for the AR(1), AR(2), AR(3), AND AR(4) models.  Then I calculate the Durbin-Watson and Box-Pierce Q statistics using the sample formulas from the “Time Series Techniques” spreadsheet taken from the NEAS website.  The details of these calculations can be found on the “AR(1)”, “AR(2)”, “AR(3)”, and “AR(4)” tabs of the “Time Series Project” spreadsheet.
Below is a summary of the four models.
AR(1):  Yt = 7634.19 + 0.96 Yt-1 + εt

AR(2):  Yt = 8810.85 + 0.73 Yt-1 + 0.22 Yt-2  + εt
AR(3):  Yt = 10402.96 + 0.69 Yt-1 + 0.20 Yt-2  + 0.05 Yt-3  + εt
AR(4):  Yt = 11092.36 + 0.68 Yt-1 + 0.21 Yt-2  + 0.10 Yt-3  - 0.06 Yt-4  + εt

The Durbin-Watson statistics, Box-Pierce Q statistics and Adjusted R-squared values are calculated and summarized in the table blow.

[image: image8.emf]Summary of Statistics:

Model AR(1) AR(2) AR(3) AR(4)

Adjusted R-Squared 0.942 0.9428 0.9398 0.935

Durbin-Watson 2.4189 2.0539 2.0139 1.9669

Box-Pierce Q 34.0218 34.7665 34.7965 31.5168

Chi-Squared (10%) 39.0875 39.0875 39.0875 39.0875

Summation of Coefficients 0.9551 0.9499 0.9408 0.9361


All 4 models have Durbin-Watson statistics very close to 2.  Therefore, we can assume that there is no serial correlation in the residuals of this proposed model.  
The Box-Pierce Q statistic is used to determine if the null hypothesis of the residuals being a white noise process can be rejected.  I calculate the sum of the first 30 lags to determine the Box-Pierce Q statistic.  Based on the table above, the Box-Pierce Q statistic is lower than the Chi-Squared critical value for all four models.  
According to the results shown above, the AR(2) seems to be the best fit for this specific time series.  Even thought, the Durbin-Watson statistic for AR(3) is closer to 2 than the Durbin-Watson statistic for AR(2), the adjusted R Squared for AR(2) is the highest compared to the other models.  Therefore, the AR(2) is preferred to AR(3).  We fail to reject the null hypothesis that the residuals are a white noise process since the Box-Pierce Q statistic is less than the Chi-Squared critical value.  
Model Evaluation

Figure 7 below shows a graph of the actual and forecasted time series according to the second model, AR(2).  
Figure 7
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Conclusion

As shown in the Figure 7 above, the forecasted matches the pattern and shape of the time series model.  The selected model, AR(2), has the highest adjusted R Squared value.  In addition, the Durbin-Watson statistic for AR(2) is close to 2 showing that no serial correlation presenting among the residuals.  Furthermore, the Box-Pierce Q statistic is lower than the 90% Chi-Squared critical value.  Therefore, the AR(2) model is the most appropriate forecasting model for this time series.  

