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Introduction
This study is to use regression analysis to determine the most powerful predictor of population in Cambodia.  Five variables will be used and different models will be analyzed to determine which is the most predictive of the true value using regression analysis.  These variables are mortality rate, birth rate, infant mortality rate, unemployment rate, and real GDP growth rate.  All regression analysis will be conducted at a 95% confidence interval.
This analysis will begin by evaluating the model using six explanatory variables (five independent and one constant term) and this model will then be improved upon by analyzing the resulting R², t-statistic, and multi-collinearity.  Depending on the model, it may be best to remove a variable in order to strengthen the model, so this will be explored as well.  The purpose of this analysis is to find the most predictive model for population using the above explanatory variables.

Data

The data for this analysis is taken from this website, http://www.indexmundi.com/cambodia/death_rate.html.  The study is from year 2003 to year 2009.  
Variables:
Y = Population
X1 = Mortality rate
X2 = Birth rate
X3 = Infant mortality rate
X4 = Unemployment Rate
X5 = Real Gross Domestic Product (GDP)
Five Variable Equation:
Y = 1.1461X1 + 0.3354 X2 – 0.1566 X3 + 0.1033 X4 + 0.0001 X5 + 5.2170
[image: image1.emf]Regression Statistics

Multiple R 0.997749937

R Square 0.995504936

Adjusted R Square 0.973029618

Standard Error 0.087636393

Observations 7


[image: image2.emf]Coefficients Standard Error t Stat P-value

Intercept 5.21698552 5.857653668 0.890627172 0.536787468

Mortality Rate 1.146103985 0.511348364 2.241336956 0.267162513

Birth Rate 0.335406824 0.295234079 1.136070828 0.45950111

Infant Mortality Rate -0.156551206 0.042670176 -3.668867156 0.169404389

Unemployment Rate 0.103344183 0.171844074 0.601383453 0.655311058

Real GDP 0.000131773 0.019130955 0.006887926 0.995615079


This model has an R² of .9955 and an adjusted R² of .9730, indicating that it is a very good model.  Furthermore, it would be even more efficient if it contained fewer variables and continued to have significant results.  We need to determine which variable is the least predictive in order to decide which is best to exclude.

Looking at the p-values for all of the variables, infant mortality rate and mortality rate have the most significant p-values, while unemployment rate and real GDP seem to be the least predictive of population in Cambodia.  Real GDP rate does not have a significant t-statistic or p-value, indicating that this variable is not valuable to add to the model and therefore can be removed.
Four Variable Equation:
Y = 1.1482 X1 + 0.3362 X2 – 0.1568 X3 + 0.1025 X4 + 5.1923
[image: image3.emf]Regression Statistics

Multiple R 0.99774983

R Square 0.995504723

Adjusted R Square 0.986514169

Standard Error 0.061969758

Observations 7
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Intercept 5.194321504 3.426842898 1.515774624 0.268822169

Mortality Rate 1.148198489 0.290704695 3.949707422 0.058530481

Birth Rate 0.336249328 0.190007073 1.769667428 0.218803907

Infant Mortality Rate -0.156776205 0.019413036 -8.075820875 0.014989109

Unemployment Rate 0.102505091 0.085705337 1.196017599 0.354254318


After removing the real GDP growth variable, the R² and adjusted R² are significant yet again at 0.9955 and 0.9865, respectively.  In fact, the adjusted R2 is even higher than the adjusted R2 with the five variables.  Looking at the p-values, it seems that infant mortality rate and mortality rate are the most predictive variables in the model, with the lowest p-values.  However, the p-value for all four variables decreases.  The t-statistic increases for mortality rate, again illustrating that this is efficient variable to include in the model. 

Multi-collinearity

If adding an independent variable reduces the estimated standard error of the regression, then it helps the regression. On the other hand, it does not help if by adding an independent variable that is correlated with another independent variable. The correlation among these independent variables affects the efficiency of the estimator by raising its variance. Below is a summary of the correlation between explanatory variables.
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Mortality Rate 1

Birth Rate 0.97266688 1

Infant Mortality Rate 0.982740176 0.973455343 1

Unemployment Rate -0.416655727 -0.31042931 -0.434132397 1


Based on the table above, there is a high degree of correlation between mortality rate and infant mortality rate. It may due to the infant mortality rate is included in the total mortality rate.  In order to have a model with as little multi-collinearity as possible, we will ignore variable of the mortality rate in the following models.

Three Variable Equation:
Y = 0.6459 X2 – 0.1161 X3 + 0.0389 X4 + 4.5091
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Multiple R 0.980020989

R Square 0.960441139

Adjusted R Square 0.920882278

Standard Error 0.150099011

Observations 7
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Intercept 4.50912809 8.289627563 0.543948212 0.624298333

Birth Rate 0.645933342 0.41921143 1.540829511 0.221008792

Infant Mortality Rate -0.116121079 0.039867168 -2.912699466 0.061861021

Unemployment Rate 0.038934803 0.203896406 0.190953844 0.860753961


The R2 for this model has only been reduced slightly, implying the model is still powerful predictor.  The adjusted R2 has also been reduced slightly, but this is acceptable due to a consequence of reducing the multi-collinearity of the model.  

The t-statistic for birth rate is still very high, indicating that it is significant at the 95% significance level.  Therefore, it would be essential to keep this variable in the equation.  Seeing that the p-value for unemployment rate is significantly higher, we will exclude this from the next model.
Two Variable Equation:
Y = 0.6895 X2 – 0.1207 X3 + 3.7604
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Multiple R 0.979775649

R Square 0.959960323

Adjusted R Square 0.939940484

Standard Error 0.130777147

Observations 7
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Intercept 3.760411 6.3635241 0.590932153 0.586340985

Birth Rate 0.689486493 0.306456152 2.249869966 0.0876578

Infant Mortality Rate -0.120737791 0.027618905 -4.371563272 0.011953455


The adjusted R-square of this model has increased very slightly from the three variables model.  The p-value and t-statistic for birth rate are very significant, so it would make sense to look at this variable to see if it is predicative on its own.  The less variables in a model, the better predictive it is if the statistics continue to be significant.  Hopefully, birth rate will provide an accurate enough prediction on its own.
One Variable Equation (Birth Rate):
Y = -0.6146 X2 + 30.3699
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Multiple R 0.876735481

R Square 0.768665104

Adjusted R Square 0.722398124

Standard Error 0.281159099

Observations 7
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Intercept 30.36987105 3.989548284 7.612358314 0.000621705

Birth Rate -0.61464429 0.150796354 -4.07598906 0.009577471


The R-square and adjusted R-square are all dropped and model cannot be improved.  Therefore, one variable model is not the best model.  
Conclusion:
The best model that predicts population of a state is:

Y = 0.6895 X2 – 0.1207 X3 + 3.7604

Y = Population
X2 = Birth Rate
X3 = Infant Mortality Rate
This model predicts that the population increase by 0.6895 points with an increase in birth rate and increases by 0.1207 with a decrease in infant mortality rate.  The lower the infant mortality rate, the higher the population.  However, the higher the birth rate, the population is also increased.  
