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Introduction
There has been an increased focus on healthcare in the recent past, especially with the recently passed Healthcare bill in the congress. While there are numerous metrics to measure the level of fitness, I have decided to look at cholesterol awareness as a proxy to focus on an often overlooked cause of death in the industrialized world – heart attacks.

In my study I have used the percentage of individuals who have not had their cholesterol levels checked to measure the lack of cholesterol awareness. This will be the dependent variable Y.
For my regression study I have used data from the Behavioral Risk Factor Surveillance System (BRFSS) of the Center for Disease Control. The Behavioral Risk Factor Surveillance System (BRFSS) is the world’s largest, on-going telephone health survey system, tracking health conditions and risk behaviors in the United States yearly since 1984. The data for the study can be found at http://apps.nccd.cdc.gov/brfss
The independent variables in my study to predict the lack of cholesterol awareness are as follows:

1. Percentage of individuals in the state who reported having engaged in no physical activity in the past month (Variable A)
2. Percentage of household in the state with income less than 35K (Variable B)
3. Percentage of obesity in the state (Variable C)
4. Percentage of state population with less than a college education (Variable D)
5. Unemployment rate in the state (Variable E)
6. Percentage of individuals who consume less than 5 servings of fruits and vegetables in the day (Variable F)
7. Percentage with no access to healthcare (Variable G)
8. Percentage of smokers (Variable H)
Regression Analysis
For the regression study, I will attempt to predict the regression equation that maximizes the adjusted R squared value. A 95% confidence level has been used throughout the analysis.
The dependent and independent variables are mentioned in the introduction.

The analysis will consist of running the regression study in steps. In each step I will remove the independent variable with the highest P-value while trying to increase the adjusted R squared statistic for the regression.
Run 1

For the first run all independent variables were used in the regression analysis. The following were the results
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Regression Statistics

Multiple R 0.807686223

R Square 0.652357036

Adjusted R Square 0.593183765

Standard Error 2.387119269

Observations 56

ANOVA

df SS MS F Significance F

Regression 8 502.5716664 62.8214583 11.02452221 1.34734E-08

Residual 47 267.821905 5.698338404

Total 55 770.3935714

Coefficients Standard Error t Stat P-value Lower 95% Upper 95%

Intercept -37.43976241 16.08483846 -2.327643047 0.024287509 -69.79828306 -5.081241751

No Activity in past month -0.418782116 0.131408501 -3.186872341 0.002556996 -0.683141917 -0.154422316

HH Income< 35K 0.019884117 0.071931039 0.276433054 0.783427477 -0.124822466 0.1645907

Obese -0.237616226 0.178598487 -1.330449266 0.189789832 -0.596910033 0.12167758

Less than College Education 0.213002012 0.092387985 2.305516379 0.025598605 0.027141363 0.398862661

Unemployed -0.172716915 0.200520966 -0.861340928 0.393423479 -0.576113059 0.230679229

Fruits and Veggies less than 5 times a day 0.477918351 0.142815136 3.346412471 0.001617199 0.190611361 0.76522534

No access to Healthcare 0.451058091 0.101101975 4.46141721 5.05873E-05 0.247667155 0.654449026

Smokers 0.203336277 0.11362565 1.789527956 0.079974189 -0.025249043 0.431921597


From this we can see than Household Income< 35K (variable B) has the highest P value and the t-stat for this variable is outside the 95% confidence level. Hence this variable is dropped for the next iteration 

Run 2
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Regression Statistics

Multiple R

0.807336248

R Square

0.651791818

Adjusted R Square

0.601011458

Standard Error

2.364042023

Observations

56

ANOVA

df

SS

MS

F

Significance F

Regression

7

502.1362266

71.73374665

12.83551003

3.69576E-09

Residual

48

268.2573448

5.588694684

Total

55

770.3935714

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

-38.8509387

15.10578747

-2.571924091

0.013264678

-69.22315949

-8.478717912

No Activity in past month

-0.392841792

0.091101731

-4.312122165

8.00231E-05

-0.576014094

-0.209669489

Obese

-0.246299658

0.174114664

-1.414583083

0.163645223

-0.596380647

0.103781331

Less than College Education

0.223442966

0.083499461

2.675980945

0.010162525

0.055556051

0.391329881

Unemployed

-0.160748352

0.193898112

-0.829035156

0.411188266

-0.550606629

0.229109925

Fruits and Veggies less than 5 times a day

0.480526021

0.141125613

3.404952582

0.001345463

0.196773963

0.764278079

No access to Healthcare

0.450961143

0.100123979

4.504027386

4.26376E-05

0.249648394

0.652273891

Smokers

0.212481659

0.107651787

1.973786644

0.054176896

-0.003966761

0.42893008


By dropping variable B, the adjusted R squared has increased. Hence the explanatory power of our regression study has increased.

For this run Unemployment rate (Variable E) has the highest P value and the t-stat for this variable is outside the 95% confidence level. Hence this variable is dropped for the next iteration. 

Run 3
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Regression Statistics

Multiple R

0.804242449

R Square

0.646805917

Adjusted R Square

0.603557662

Standard Error

2.356486708

Observations

56

ANOVA

df

SS

MS

F

Significance F

Regression

6

498.2951207

83.04918678

14.95565352

1.24512E-09

Residual

49

272.0984507

5.553029607

Total

55

770.3935714

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

-42.8013266

14.28873289

-2.995459914

0.004289419

-71.51560985

-14.08704335

No Activity in past month

-0.411213371

0.088083031

-4.668474341

2.38669E-05

-0.588222846

-0.234203896

Obese

-0.234230839

0.172950506

-1.354322947

0.181846152

-0.581787886

0.113326209

Less than College Education

0.235712111

0.08191486

2.877525636

0.005921911

0.071098039

0.400326183

Fruits and Veggies less than 5 times a day

0.50542082

0.137453171

3.677040088

0.00058554

0.229198336

0.781643303

No access to Healthcare

0.413635921

0.089144535

4.640059232

2.62583E-05

0.234493275

0.592778567

Smokers

0.220429149

0.106881419

2.062371099

0.044494801

0.005642901

0.435215397


By dropping variable E, the adjusted R squared has increased. 

This iteration gives us interesting results, the Obesity rates (Variable C) has the highest P value but t-stat for this variable is within the 95% confidence level. We might expect that dropping Obesity rates would reduce the adjusted R squared value for the next iteration.

Run 4
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Regression Statistics

Multiple R

0.79598052

R Square

0.63358499

Adjusted R Square

0.59694349

Standard Error

2.37606299

Observations

56

ANOVA

df

SS

MS

F

Significance F

Regression

5

488.1098057

97.62196115

17.29145863

6.62902E-10

Residual

50

282.2837657

5.645675314

Total

55

770.3935714

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

-45.0585661

14.30908726

-3.148947604

0.002763658

-73.7992131

-16.31791902

No Activity in past month

-0.45972523

0.081139289

-5.665876991

7.20103E-07

-0.622698285

-0.296752175

Less than College Education

0.2098325

0.080316571

2.612567924

0.011836865

0.04851192

0.371153073

Fruits and Veggies less than 5 times a day

0.44294838

0.130557571

3.392743693

0.001360835

0.180715782

0.70518097

No access to Healthcare

0.39797679

0.089125822

4.465336529

4.57171E-05

0.218962311

0.576991268

Smokers

0.26680872

0.102087717

2.613524199

0.011807842

0.061759509

0.471857928


As expected the Adjusted R squared value has dropped.

At this stage we might expect that Run 3 gives us the regression equation with the most predictive power. However we go ahead and drop Percentage with less than college degree (Variable D) even though its t-stat is within the confidence interval. If the next iteration has further reduced adjusted R squared then we can be sure that Run 3 is the optimal run.

Run 5
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Regression Statistics

Multiple R

0.763914654

R Square

0.583565599

Adjusted R Square

0.550904077

Standard Error

2.5080982

Observations

56

ANOVA

df

SS

MS

F

Significance F

Regression

4

449.5751859

112.3937965

17.8670671

3.15729E-09

Residual

51

320.8183855

6.290556579

Total

55

770.3935714

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

-45.41326774

15.10354765

-3.006794749

0.004090812

-75.73490424

-15.09163125

No Activity in past month

-0.40598074

0.082849698

-4.900207825

1.01064E-05

-0.572308446

-0.239653034

Fruits and Veggies less than 5 times a day

0.607309738

0.120757194

5.029180596

6.46054E-06

0.36487956

0.849739917

No access to Healthcare

0.529295867

0.07768948

6.812967067

1.07478E-08

0.373327731

0.685264002

Smokers

0.246233803

0.107439496

2.291836914

0.026076899

0.030540019

0.461927588


As expected the adjusted R squared has dropped further. 

Conclusion

The conclusion is that Run 3 gives us the regression with the highest explanatory power. The solution for the independent variable is
Intercept




-42.8013266

No Activity in past month


-0.411213371

Obese





-0.234230839

Less than College Education


0.235712111

Fruits and Veggies less than 5 times a day
0.50542082

No access to Healthcare


0.413635921

Smokers




0.220429149
The results are intuitive for no college education, low fruits and veggies, no access to healthcare and smoking, since I would expect the lack of cholesterol awareness to increase as these variables increase.

However the results for obesity rates and lack of activity are counterintuitive and may need further analysis or are reflective of other underlying causes such as high levels of correlations between the independent variables at play.    
