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Introduction:
Over the past several years the American obesity “epidemic” has appeared in countless headlines in all forms of media. Given the major controversies brewing over healthcare in the United States, I thought it would be interesting to examine various factors, some straight-forward and some more unconventional, to examine their explanatory power regarding obesity levels in the United States using standard linear regression techniques learned in this course and the aid of the Microsoft Excel Data Analysis Add-In.
Data Variables & Sources:
The data used in this analysis comes from multiple sources found on the internet as follows (Direct links to every specific cut of data can be located in the supporting excel document):

1) Various cuts of data from The American Fact Finder tool located on the U.S. Census Bureau’s website: http://factfinder.census.gov/
2) Various cuts of data from The Behavioral Risk Factor Surveillance System located on the Center for Disease Control website: http://apps.nccd.cdc.gov/brfss/
3) A study done by researches at the University of Hawaii at Manoa that was cited in two internet articles located at the following domains: http://www.datamasher.org/ & http://www.prevention.com/
The variables examined in this analysis are as follows:

Y – Obesity Rate (where obese = BMI greater than or equal to 30.0); This is the dependent variable

Independent (Explanatory) Variables
X1 – Population Density
X2 – Average Household Size
X3 – Median Age of Population

X4 – Median Household Income (000’s)
X5 – Exercise Level (% of Population that engaged in Physical Activity in last month)
X6 – Average Commute Length in Minutes

X7 – Number of Fast Food Restaurants per 100,000 Residents

Every data variable utilized in this analysis is by state (51 observations including the District of Columbia). All data was available directly from the sources described above , with the only exception being the estimate for number of fast food restaurants per 100,000 residents for Alaska. Instead of throwing out Alaska from the study entirely I set its value equal to the median value for all other states.
Analysis:
For each case in this section, the source of the data, regression output, & graphs may be traced to the worksheet in the supporting excel document with a name beginning with the corresponding case number below.

Case 1 – Regression on All Variables
The first step in this analysis was to perform a regression of state Obesity Levels (Y) on all 7 explanatory variables described above.
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Regression Statistics

Multiple R

0.8659

R Square

0.7498

Adjusted R Square

0.7091

Standard Error

1.6403

Observations

51

ANOVA

df

SS

MS

F

Significance F

Regression

7

346.6921

49.5274

18.4086

0.00%

Residual

43

115.6894

2.6905

Total

50

462.3816

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

75.7059

15.4795

4.8907

0.00%

44.4885

106.9234

Population Density / Sq Mile

-0.0005

0.0002

-2.1299

3.89%

-0.0009

0.0000

Average Household Size

-2.5906

2.9548

-0.8767

38.55%

-8.5494

3.3683

Median Age

-0.2273

0.2122

-1.0713

29.00%

-0.6553

0.2006

Median Household Income (000's)

-0.0853

0.0445

-1.9178

6.18%

-0.1751

0.0044

Percent Pop. that Exercised in Last Month

-0.4725

0.0861

-5.4909

0.00%

-0.6461

-0.2990

Average Commute in Minutes

0.0809

0.0865

0.9356

35.47%

-0.0935

0.2553

Fast Food Restaurants per 100k Pop

0.3960

0.1572

2.5183

1.56%

0.0789

0.7131


The formula for this unrestricted regression model would be as follows:

Y = 75.7059 – 0.0005 X1 – 2.5906 X2 – 0.2273 X3 – 0.0853 X4 – 0.4725 X5 + 0.0809 X6 + 0.3960 X7
The model has a very decent overall fit with an R-Square value of 0.7498. Even when adjusted for the number of explanatory variables, it is still 0.7091. This implies that over 70% of the variation in obesity rates by state is explained by the variables in this model. Additionally, the F-statistic provides strong corroborating evidence (it is significant at least at the 99.9% level) that one or more of the independent variables has a true coefficient different from zero.

That being said, this model has some obvious drawbacks. Three of the seven explanatory variables (Household Size, Median Age, & Commute Length) have very low t-statistics (and therefore very high P-Values). None of them are significant at even the 75% level. As a result, it would be prudent to remove them from the regression.

Case 2 – Regression on Four Variables

For the next step the variables with high P-values were removed leaving four explanatory variables (X1, X4, X5, & X7).
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Regression Statistics

Multiple R

0.8607

R Square

0.7408

Adjusted R Square

0.7183

Standard Error

1.6141

Observations

51

ANOVA

df

SS

MS

F

Significance F

Regression

4

342.5425

85.6356

32.8711

0.00%

Residual

46

119.8391

2.6052

Total

50

462.3816

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

63.2648

5.4961

11.5108

0.00%

52.2016

74.3279

Population Density / Sq Mile

-0.0003

0.0002

-1.8776

6.68%

-0.0007

0.0000

Median Household Income (000's)

-0.0884

0.0342

-2.5892

1.28%

-0.1572

-0.0197

Percent Pop. that Exercised in Last Month

-0.4723

0.0771

-6.1295

0.00%

-0.6274

-0.3172

Fast Food Restaurants per 100k Pop

0.4253

0.1489

2.8556

0.64%

0.1255

0.7251


The formula for the updated regression model would be as follows:

Y = 63.2648 – 0.0003 X1 – 0.0884 X4 – 0.4723 X5 + 0.4253 X7
The adjusted R-Square of the Case 2 model (0.7183) has actually increased over Case 1. This already suggests that this model is an improvement over the prior. All of the variables except population density are significant at the 95% level (P-values < 5%). Perhaps the model can be improved further by dropping down to just three variables.
Case 3 – Regression on Three Variables

For the next step the variable that was only significant at the 90% level and not the 95% level was removed leaving three explanatory variables (X4, X5, & X7).
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Regression Statistics

Multiple R

0.8491

R Square

0.7210

Adjusted R Square

0.7031

Standard Error

1.6569

Observations

51

ANOVA

df

SS

MS

F

Significance F

Regression

3

333.3583

111.1194

40.4781

0.00%

Residual

47

129.0232

2.7452

Total

50

462.3816

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

64.5373

5.5988

11.5270

0.00%

53.2739

75.8006

Median Household Income (000's)

-0.0993

0.0346

-2.8741

0.61%

-0.1688

-0.0298

Percent Pop. that Exercised in Last Month

-0.4797

0.0790

-6.0727

0.00%

-0.6386

-0.3208

Fast Food Restaurants per 100k Pop

0.3935

0.1519

2.5904

1.27%

0.0879

0.6990


The formula for the updated regression model would be as follows:

Y = 64.5373– 0.0993 X4 – 0.4797 X5 + 0.3935 X7
The adjusted R-Square value for Case 3 (0.7031) has only dropped a small amount from the four-variable model (Case 2). Additionally, all of the explanatory variables are significant at the 95% level.

This model does, however, exhibit some signs of multicollinearity. The following chart displays the correlation between the explanatory variables. Median Household Income has a very strong positive correlation with Exercise Level and moderate correlation with fast food restaurant concentration.

[image: image4.wmf]Correlation between Explanatory Variables

Median 

Household 

Income 

(000's)

Percent Pop. 

that 

Exercised in 

Last Month

Fast Food 

Restaurants 

per 100k Pop

Median Household Income (000's)

100%

Percent Pop. that Exercised in Last Month

55%

100%

Regression Statistics

Fast Food Restaurants per 100k Pop

-38%

-25%

100%


It may be worth examining a two variable model in order to eliminate the variable which may be a source of multicollinearity.

Case 4 – Regression on Two Variables

For the next step the variable that exhibited the highest correlation with the other variables was removed leaving two explanatory variables (X5 & X7).
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Regression Statistics

Multiple R

0.8197

R Square

0.6719

Adjusted R Square

0.6582

Standard Error

1.7778

Observations

51

ANOVA

df

SS

MS

F

Significance F

Regression

2

310.6817

155.3408

49.1521

0.00%

Residual

48

151.6999

3.1604

Total

50

462.3816

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

67.0103

5.9360

11.2888

0.00%

55.0752

78.9453

Percent Pop. that Exercised in Last Month

-0.5964

0.0727

-8.2035

0.00%

-0.7426

-0.4502

Fast Food Restaurants per 100k Pop

0.5254

0.1554

3.3821

0.14%

0.2131

0.8378


The formula for the updated regression model would be as follows:

Y = 67.0103 – 0.5964 X5 + 0.5254 X7
The adjusted R-Square value for Case 4 (0.6582) has dropped a modest, but noteworthy amount from the three-variable model (Case 3). It’s enough to suggest that this model has lost a significant amount of explanatory power. At the same time, both explanatory variables are significant at the 99% level, and the evidence of multicollinearity (as evidenced by strong correlation between the independent variables) has been significantly reduced.
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Case 4 appears to be a bit of a trade-off from Case 3. It has less predictive power, but also a lower risk of multicollinearity distorting the parameters. If possible, it would be worth adding back in a different significant variable than Median Income so as to regain some of the predictive power, without increasing the correlation between variables. This is done in the following case.
Case 5 – Regression on Three Variables (Add back in Population Density)

In the four-variable model (Case 2), Population Density was not significant at the 95% level, but it was at the 90% level. This implies that it may indeed have some predictive power. Additionally, Population Density had higher correlation with Median Income (20%) than it did with either Exercise Rate (15%) or Fast Food Restaurant Concentration (3%). This makes this particular variable a decent possible candidate to replace Median Income in the three-variable model.
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Regression Statistics

Multiple R

0.8385

R Square

0.7030

Adjusted R Square

0.6841

Standard Error

1.7092

Observations

51

ANOVA

df

SS

MS

F

Significance F

Regression

3

325.0770

108.3590

37.0918

0.00%

Residual

47

137.3045

2.9214

Total

50

462.3816

Coefficients

Standard Error

t Stat

P-value

Lower 95%

Upper 95%

Intercept

65.1061

5.7712

11.2812

0.00%

53.4960

76.7162

Population Density / Sq Mile

-0.0004

0.0002

-2.2198

3.13%

-0.0008

0.0000

Percent Pop. that Exercised in Last Month

-0.5715

0.0708

-8.0730

0.00%

-0.7139

-0.4291

Fast Food Restaurants per 100k Pop

0.5469

0.1497

3.6538

0.06%

0.2458

0.8480


The formula for the updated regression model would be as follows:

Y = 65.1061– 0.0004 X1 – 0.5715 X5 + 0.5469 X7
The adjusted R-Square value for Case 4 (0.6841) is an increase over Case 4. It’s not quite as high as Case 3, but it is fairly close. All of the explanatory variables are significant at the 95% level, and the evidence of multicollinearity is still lower than in Case 3.

[image: image9.wmf]Correlation between Explanatory Variables

Population 

Density / Sq 

Mile

Percent Pop. 

that 

Exercised in 

Last Month

Fast Food 

Restaurants 

per 100k Pop

Population Density / Sq Mile

100%

Percent Pop. that Exercised in Last Month

15%

100%

Regression Statistics

Fast Food Restaurants per 100k Pop

3%

-25%

100%


Model Selection & Conclusions
I would recommend using either of the three-variables models (Case 3 or Case 5). Given that Case 3 showed the strongest signs of multicollinearity, I’d ultimately recommend Case 5. The equation for the recommended model is again:
Y = 65.1061– 0.0004 X1 – 0.5715 X5 + 0.5469 X7
Y = Obesity Rate
X1 = Population Density

X5 = Exercise Level

X7 = Concentration of Fast Food Restaurants

This model predicts that a population with high population density or exercise levels or a low presence of fast food restaurants will have a lower obesity rate than another population. Indeed, if all other variables are held constant, an increase in exercise levels of just 5% is expected to decrease the obesity rate by nearly 3%.  Similarly, if the number of fast food restaurants per 100,000 individuals decreased by 4, with everything else held constant, the predicted obesity rate would drop by over 2%.  The effect of an increase in population density is less pronounced, but this variable is almost a proxy for income levels without introducing the same degree of correlation with the other two variables. It only has a significant impact for very high population densities. Within the United States, this corresponds (at the state level) to some of the states with the highest median incomes.

It would be interesting to test this model against other levels of data; such as by county in a large state, or for other countries around the world.
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