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Introduction

The popularity of baby names can be change over time due to a stochastic event, and in this analysis we investigate the effect a specific stochastic event has on the percent of babies born with that exact name, and the type of model that can be used to simulate the Time Series. 
We will focus on a case study taken from television as the mode of our investigation.  As Carrie’s love interest on the hit HBO TV series “Sex and the City,” the male character Aidan played a major role in the episodes that aired from the years 2000 through 2002, and a supporting role until 2003.  
Data

The data was obtained from the Social Security Administration website, which provides rankings in popularity as well as the percent of total births for each baby name.  This data includes only those individuals who applied for a Social Security card, and thus omits those who worked prior to enactment of Social Security, those who passed away or otherwise did not have the opportunity to apply for Social Security, and those who lived as illegal immigrants in the United States.  All data can be found on the website www.ssa.gov/OACT/babynames.

In Figure 1 below, twenty years of yearly data, from 1990-2009, were collected for the male name Aidan, with 1990 being the first year that Aidan appeared in the top 1000 most popular names.  A large spike in popularity can be observed beginning in the year 2000, and peaking at year 2003.  
[image: image1.emf]Figure 1:  Percent of Babies Named Aidan
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Test of Stationarity

In Figure 2 below, we graph the sample autocorrelation function of the Time Series.

[image: image2.emf]Figure 2:  Sample Autocorrelation Function
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We notice that although there are only 17 observations, there is an u-shaped oscillation forming around zero.  The series is not stationary because the sample autocorrelation function does not decline and remain near zero.  With the observations that we have available, we do not adjust for seasonality because the data only shows one oscillation around zero. 

In Figure 3 below, we take first differences in order to remove the process’ trend and create a stationary Time Series.  The first difference in year 1991 is calculated as the Percent of Total Births in year 1991, less the Percent of Total Births in year 1990, with the same process used for all corresponding years through 2009. 
[image: image3.emf]Figure 3:  First Differences of Babies Named Aidan
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We see that after removing the trend, a large increase in percent of total births occurs between years 2000 and 2003, which then subsequently drops off by year 2004.  This exactly coincides with the timing of the TV series episodes in which Aidan played a large role:  he appeared as a character in the years 2000, which began the rise in popularity of the name that was fueled through 2002.  Although Aidan was not a major character in the 2003 season, he still played a supporting role, and the fact Carrie did not have a new love interest throughout the season kept him fresh in the viewer’s minds.  A huge drop-off in the popularity of the name Aidan beginning in 2004 coincides with Carrie finding a new love interest, and the end of the series.

In Figure 4 below, we have corrected for the trend in the data by taking first differences, and now have a stationary series which declines more rapidly to zero and then remains close to zero.  The transformed series of first differences can now be described by an autoregressive model.

[image: image4.emf]Figure 4:  Sample Autocorrelation Function for the 

Transformed Series of First Differences
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Process for Data Modeling

Following the stochastic event of Aidan as a main character in “Sex and the City,” the data of Aidan as a percent of total births shows that there are lingering effects up to six years after the event.  As a result, the process should not be modeled as a moving average.  Instead, it appears that there is a gradual decay of the rise in popularity of the name Aidan in the years that follow.  Thus, we choose to model the data as an autoregressive process, while still recognizing that this does not necessarily mean there is not a small moving average component to the Time Series.
Model Estimation

Linear regression was used to form the following models from the first difference data on percent of total births for the name Aidan:

AR (1): Yt = 0.00003 + 0.62888 Yt-1
AR (2): Yt = 0.00001 + 0.57115 Yt-1 + 0.11136 Yt-2
AR (3): Yt = 0.00002 + 0.56679 Yt-1 + 0.13601 Yt-2 – 0.05326 Yt-3
AR (4): Yt = 0.00012 + 0.56893 Yt-1 + 0.08576 Yt-2 + 0.26067 Yt-3 – 0.58839 Yt-4
AR (5): Yt = 0.00007 + 0.64305 Yt-1 + 0.04240 Yt-2 + 0.30215 Yt-3 – 0.66145 Yt-4 + 0.14255 Yt-5
For each of the five models above, the following key statistics were calculated and summarized below in Figure 5: 
[image: image5.emf]Figure 5:  Autoregressive Model Statistics

AR (1) AR (2) AR (3) AR (4) AR (5)

Durbin-Watson Statistic

1.99 1.65 1.83 1.86 1.45

Chi-Square Value (At 10%)

21.06 22.31 21.06 19.81 18.55

Sum of Coefficients

0.63 0.68 0.65 0.33 0.47


The Durbin-Watson statistic is used to check the residuals for serial correlation. When the Durbin-Watson statistic is close to 2, this indicates no serial correlation; when the value is over 2, this indicates negative serial correlation, and when the value is under 2, this indicates positive serial correlation. The results of the Durbin-Watson test show that models AR (1), AR (3), and AR (4) have no significant serial correlation, since their statistics do not vary greatly from 2.  AR (5) and AR (2) have a statistic further from 2, so we would expect there to be slight positive serial correlation in those two models.
The Box-Pierce Q statistic is used to determine whether or not to reject the null hypothesis that the residuals are a white noise process.  Those models with Box-Pierce Q statistics lower than their critical chi squared values (at the 10% significance level) indicate that the residuals of these models form a white noise process.  The value for the Q statistic is 15.8, thus all the models – AR (1), AR (2), AR (3), AR (4), and AR (5) – satisfy this requirement and are valid models according to the Box-Pierce Q test.
The sum of coefficients for all of these models is less than one, so this shows that each of the models is also stationary. 

Based on the key statistics, the AR (1) model is the best choice because its Durbin-Watson statistic is closest to 2, its Box-Pierce Q statistic is less than the Chi-Squared critical value, and the sum of its model coefficients are less than one.  Thus, for the AR(1) model, there is no serial correlation in the residuals, we do not reject the null hypothesis that the residuals are a white noise process, and the model is stationary.  
Model Evaluation

In order to evaluate the models, the percent of total births for the name Aidan over the years 1990 to 2009 is compared with the forecasted ranking for each of the models.  The fitted values in the selected AR (1) model best fits the actual data, as shown in Figure 6:

[image: image6.emf]Figure 6:  Actual Values vs. Fitted Values
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Conclusion
The purpose of this project was to determine an appropriate Time Series to model the percent of births for the male name Aidan from the years 1980-2009.  This was done by fitting several different Time Series models to the data, testing each one using key statistics, and determining which model provided the most appropriate fit.  While the AR(1) model was ultimately chosen as the best fit, it is important to remember the simplistic nature of the models developed, and this analysis recognizes the fact that more complex analysis and models may result in more accurate forecasts than the recommendation provided here.
While this analysis focuses on the impact of one event – the inclusion of the male name Aidan as a lead character in a popular television series – it is important to remember that there are many factors that can have an impact on the names chosen by parents for their children, including religion, other forms of media, and current events.  While an autoregressive Time Series was chosen in this analysis, the impact of a stochastic event can have an impact that lasts for many years, or for one year or less.  
