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Introduction

The purpose of this project is to use the information and knowledge obtained in this Time Series course to project and forecast the next year in which Argentina will be successful in winning a World Cup in soccer.  By taking a sample of past time series data elements of the total number of goals scored by Argentina in each of the past World Cups, that are assumed to be generated by a stochastic process, my intention will be to first model the time series and then to forecast the future events.  
The attempt will be to describe the characteristics and create a simplified model of the time series data’s randomness in order to make an inference about the forecasted future values of the series.  

The project will be broken down into the “Data Source and Specifics” section, which will describe the time series data source as well as how the data will be used, and the “Model Specification” section which will determine if the original series is stationary or nonstationary.  If it is determined the model is nonstationary, then the order of homogeneity will be calculated to determine the number of times the series must be differenced to get a stationary series.  In addition, several models will be suggested to be fit to the data.  The next section, “Parameter Estimation”, will use the regression tools and functionality in Microsoft Excel to determine the parameters to be fit to the models suggested. This is followed by “Diagnostic Checking” which will use several tests to measure how well the parameters and models are fitting to the time series data, and finally the “Model Evaluation and Conclusion” will determine if the model represents a good fit and representation of the original series and provide concluding comments.  
Based on historical World Cup data, referenced in the “Data Source and Specifics” section below, I have determined that winning countries make between seven to nineteen goals in order to successfully win a World Cup.  To simplify the forecast, by taking a straight average of the historical data, I will assume a country will be successful in winning the World Cup with fourteen or more total goals scored.  
Data Source and Specifics
The data I have used in this modeling forecast came from a time series data mining library located on the internet at the following web address:  http://www.easydatamining.com/index.php?option=com_content&view=article&id=94&Itemid=111&lang=en.  This data contains official International Federation of Football Association (FIFA) data points representing each soccer match played in all of the World Cups from 1958 to the present year, 2010.  I have extracted all of the Argentina data points and compiled a table representing the number of Argentine goals scored during each World Cup by year.  
In addition, I have extracted the number of goals scored during each World Cup by the winning country.  
During the 1970 World Cup, Argentina did not make it through the qualification rounds and therefore did not participate in the World Cup.  Since no data was present for this year, a straight average of the other years was used to fill in an estimated data point for the 1970 time point.  

	Official FIFA World Cup Data

	Number of Goals Scored
	Number of Goals Scored

	by Argentina
	by Winning Country

	 
	Estimated *
	 
	Number
	Winning

	Year
	Goals Scored
	Year
	of Goals
	Country

	1958
	5
	1958
	16
	Brazil

	1962
	2
	1962
	14
	Brazil

	1966
	4
	1966
	11
	England

	1970
	8
	1970
	19
	Brazil

	1974
	9
	1974
	13
	West Germany

	1978
	15
	1978
	15
	Argentina

	1982
	8
	1982
	12
	Italy

	1986
	14
	1986
	14
	Argentina

	1990
	11
	1990
	18
	West Germany

	1994
	6
	1994
	14
	Brazil

	1998
	12
	1998
	19
	France

	2002
	2
	2002
	18
	Brazil

	2006
	12
	2006
	16
	Italy

	2010
	10
	2010
	7
	Spain


Model Specification

The first step in this forecast is to identify the model associated with the time series data I have obtained and referenced above.  The graph below represents the original time series data collection.  As you will notice, there does appear to be a slightly upward trend to the data, which may be an indication of a nonstationary time series, but my inclination would be to rather assume a stationary series based on the assumption that over a long period of time, the number of goals scored during players in a World Cup will not trend upward but will rather remain relatively flat and stable.  
[image: image1.emf]World Cup Goals Scored by Argentina
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The following graph below shows the sample autocorrelation by lag, k, of the original time series data represented above.  This graph is called a correlogram and shows the sample autocorrelation calculation at each lag point.

[image: image2.emf]Correlogram - Original Data

1

2

3

4

5

6

7

8

9

10

11

12

13

-0.50

-0.40

-0.30

-0.20

-0.10

0.00

0.10

0.20

0.30

0.40

0 2 4 6 8 10 12 14

Lag (k)

Sample Autocorrelation

  
By examining the graph of the sample autocorrelation function at the various lag points, one may make an inference about the stationarity or non-stationarity of the original series.  A series that moves quickly to zero as k increases is an indication of a stationary series.  In this case, the series if fairly close to zero initially and moves very close to zero pretty quickly.  Therefore, one could make a case for this being a stationary series.  The real question is one’s definition of quickly.  
Using the book’s (Econometric Models and Economic Forecasts, Fourth Edition) definition, “The autocorrelation function for a stationary series drops off as k, the number of lags, becomes large, but this is usually not the case for a nonstationary series.”  

Since the graph of the sample autocorrelation function does clearly move to zero as the number of lags increase, I will make the assumption that my original series in stationary and will not take a first or second difference in order to turn the original series into a stationary series from a nonstationary series.  
There do not appear to be any seasonal variations, as I would expect.  The World Cup takes place every four years, therefore monthly, even seasonal variations would not be of concern in this situation.  

With the assumption that the process is stationary, the mean must be finite by definition.  Based on the shape of the autocorrelation function above, it appears to represent and be shaped like a sine curve.  According to the textbook, typically the autocorrelation function for an autoregressive process is typically shaped like a sine curve, as can be shown in the correlogram above and is geometrically dampened and oscillating.  
Based on the shape of the autocorrelation function, I have ruled out using a moving average model for this series and will attempt to fit the series to an autoregressive process of order 1 and also order 2; AR(1) and AR(2).  In order to do this, I will solve the Yule-Walker equations in order to estimate the parameters needed in my model.            
Parameter Estimation

According to the text, (Econometric Models and Economic Forecasts, Fourth Edition) “in the autoregressive process of order p the current observation y is generated by a weighted average of past observations going back p periods, together with a random disturbance in the current period.”  This process would be denoted at AR(p).  
As stated above, I believe the original process to be a stationary one, as I believe it should have a mean that is fixed.  As stated in the text, an autoregressive process that has the stationary property implies a fixed mean.  I would expect a fixed mean, rather than one that drifts, for a process such modeling the number of goals scored in a World Cup.

A first order autoregressive model, AR(1), is only concerned with correlation between consecutive values within a series, while a second order autoregressive model, AR(2), adds in the effect of the relationship between consecutive values within a series as well as the correlation between two values two periods apart.
Using the regression tool in Excel as well as the Yule-Walker equations in the textbook, I have derived the following final equations for the AR(1) and AR(2) models in the chart below.  The Yule-Walker equations were specifically used to estimate the parameters for the final equations.  
	 
	 
	Yule-Walker
	Parameter
	 
	Final

	Model
	Equations
	Equations
	Estimates
	Solving for 
	Equations

	AR(1)
	zt =1zt-1 +  + t
	pk = 1k
	1 = .04
	= 8.4286 = /(1-1)
	zt =zt-1 + 8.091456 + t

	 
	 
	 
	 
	
	 

	AR(2)
	zt =1zt-1 + 2zt-2 +  + t
	p1 = 1/(1-2)
	1 = .029247
	= 8.4286 = /(1-1-2)
	zt =zt-1 + .26883zt-2 + 5.9162 + t

	 
	 
	p2 = 2 + (12/(1-2))
	 = .26883
	 = 5.9162
	 


According to the textbook, there are certain characteristics of an AR(2) model; oscillating, sinusoidal function, as the lag k increase geometrically dampened.  These characteristics seems to coincide with that of our autocorrelation function.  Out of the above two choices this seemed to be the most appropriate choice.  
Also, note that the absolute value of both of the models mentioned above are less than 1, indicating that we have a model that is stationary, as initially thought.  

In an effort to take a deeper dive, an MA(1) model was also considered with the following results shown in the chart below.  

	 
	 
	Yule-Walker
	Parameter
	 
	Final

	Model
	Equations
	Equations
	Estimates
	Solving for 
	Equations

	MA(1)
	zt = + t -1t-1
	p1 = -1/(1-)
	1 = -.04
	= 8.4286 = 
	zt = + t + t-1

	 
	 
	 
	 
	
	 


I ruled this MA(1) model out since all of the autocorrelations that are greater than lag k = 1 are not equal to zero for our scenario and will conclude that of the three model checked above, the AR(2) fits our scenario best.  
Diagnostic Checking

Now that parameter estimates and model specification has occurred, the next step is to test whether the model specifications above are correct.  

The autocorrelation function, which was approximated by the sample autocorrelation function calculation in the attached Excel worksheet, can be a very good indicator of how well a particular model is fitting to a set of time series data.  This function is an indicator of how much correlation there is between two “neighboring data points”, as the textbook (Econometric Models and Economic Forecasts, Fourth Edition) puts it, in a time series.  In the event all of the pk for k>0 are equal to zero, the process is said to be generated by white noise, and there is no model that will be able to really approximate the series with much accuracy.  In this case, there is little value in trying to approximate the series with modeling techniques.  If the values of the sample autocorrelation function are zero, there are techniques available to test whether or not a particular lag from the theoretical autocorrelation function, the true autocorrelation, is also equal to zero.  
I may test the joint hypothesis that all of the autocorrelation coefficients of the original series are equal to zero by using the Box and Pierce Q static.  The Q statistic is calculated by taking the number of observations in the series, in our case 14, and multiplying by the sum of the squared autocorrelations over 14 lags.  This Q statistic is approximately distributed as a Chi Square with 14 degrees of freedom.  In this case, the order of the model is order zero, since no differencing was needed due to starting with a stationary series.  The test goes as follows; if the Q statistic is less than the Chi Square value from the table, one would fail to reject the hypothesis that all of the autocorrelation coefficients are equal to zero and thus produced by a white noise process.  After calculating the Q statistic, as shown on the “Regression” tab of the attached Excel worksheet, the BPQS is less than the Chi Square critical value and therefore we fail to reject the hypothesis that the residuals, of the original series, are a white noise process or that all of the correlations coefficients are zero.  
I will now test two of my model assumptions; the AR(1) and AR(2) models.  Using the modeling equations derived in the last section, I ran a regression on each of the two models.  This work can be shown in the attached Excel spreadsheet on the “Regression on AR(1)” and the “Regression on AR(2)” tabs.  
Using 13 lags and following the same testing logic referenced in the prior paragraph, the Q statistic for the AR(1) model is 20.48.  The 90% Chi-Square critical value is 17.28.  Since the Q statistic is not less than the Chi-Square critical value, we reject the hypothesis referenced above and conclude this is not an acceptable model.  Recall, if the model has been specified correctly, the residuals should resemble and indicate a white noise type of process.  By rejecting this hypothesis, we are rejecting the idea that this AR(1) models closely to our original time data series.  
The AR(2) process produced a Q statistic of 21.17, with a Chi-Square of 17.28.  Again, since this Q statistic is greater than the Chi-Square critical value, we reject the hypothesis that the residuals resemble a white noise process.

Model Evaluation and Conclusion

As it turns out, neither of these autoregression models produced good results to model our original time series data elements.  I would like to point out that one potential area of concern is the number of data elements in my original sample.  I chose a project based on something I thought would be interesting to try to model, in an effort to have fun with this project and also demonstrate several of the time series techniques I have learned in this course.  I believe these techniques would have proved more useful and accurate had the original data series been a good deal larger.  
According to the regression tabs, both of the autoregressive models had a fairly high R squared value; .7820 and .8324 which is a good indication, however the Box and Pierce Q Statistic test failed miserably.  Had more data points been available and a more complex time series model been used, I may have had more success with my modeling.  Therefore, quite unfortunately, I was unable to predict the next time Argentina will win a World Cup but am hopeful it occurs in Brazil in the year 2014! 
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