Summer 2010

Time Series Project
Cancer of the Liver and Intrahepatic Bile Duct Incidence Rates
Introduction
I decided to look at the annual incidence rate of liver cancer in the USA. I will analyze these rates using the applications from the time series course that I have learned over the summer. I have used some basic ARIMA models and used some regression techniques to solve for the parameters. Since I have only used excel I was not able to estimate moving average parameters.
Data
I have obtained the loss data that I have used for this project from http://seer.cancer.gov.
This data shows the annual incidence rate for both men and women from years 1975-2007 per 100,000 people. I have attached the data and a graph of it below.
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Here is a graph of the raw autocorrelations which were calculation with this formula.
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The original time series is not stationary as seen above since the autocorrelation has a clear pattern and never converges to 0.  In order to make this time series stationary; I tried examining the first differences and the second differences. Below are the graphs of the autocorrelations for the first and second differences.
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Both graphs appear to converge to zero and look fairly stationary. We might be over differencing with the second here since it appears the first is stationary. In normal circumstances we would go by the principle of parsimony but for the purpose of this project we will examine 5 different ARIMA Models. Two using the first difference and three using the second difference.
ARIMA(1,1,0)     ARIMA(2,1,0)  ARIMA(1,2,0)  ARIMA(2,2,0)  ARIMA(3,2,0)

Selected Models
I have used the excel regression add in to solve for the parameters. The models are:

Model mean formula µ =intercept/(1- φ(1)- φ(2)-…….)

ARIMA(1,1,0) 
Y(t)=.1723-.2599Y(t-1) 
R Square= 0.067523642
B-P Q Stat= 10.26906

Chi Square Critical Value= 39.08747

True Mean=.133 
Model Mean=.137
[image: image6.png]1.000

0.800

0.600

0.400

0.200

0.000

-0.200

12345678 9101112131415

17181920212223

5262728293031

-0.400

—o—Actual
~—@—Projected





φ(1)=.2599<1 which means that this model is stationary.
ARIMA(2,1,0) 
Y(t)=.1993-.3017Y(t-1)-.1207Y(t-2) 
R Square= 0.086976235
B-P Q Stat= 7.56534

Chi Square Critical Value= 37.91592

True Mean=.133 
Model Mean=.140
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φ(1)+ φ(2)=.3017+.1207=.4224<1
φ(2)-φ(1)=.1207-.3017 < 1     [φ(2)]=.1207<1
So this model is stationary.

ARIMA(1,2,0) 
Y(t)=.0037-.5891Y(t-1) 
R Square= 0.343852
B-P Q Stat= 22.06166

Chi Square Critical Value= 37.91592

True Mean=0 
Model Mean=.002
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φ(1)=.5891<1 which means that this model is stationary.
ARIMA(2,2,0) 
Y(t)=.0139-.9401Y(t-1)-.5888Y(t-2) 
R Square= 0.563701433
B-P Q Stat= 10.72753

Chi Square Critical Value= 36.74122

True Mean=0 
Model Mean=.005
[image: image9.png]1.000

0.800

0.600

0.400

0.200

0.000

-0.200

-0.400

-0.600

-0.800

-1.000

15

71

9R021"

324

——Actual
—@—Predicted





φ (1)+ φ (2)=.9401+.5888=1.53 which is not less than zero therefore this series is not stationary.

ARIMA(3,2,0) 
Y(t)=.0171-1.0019Y(t-1)-.6889Y(t-2)-.1058Y(t-3) 
R Square= 0.568462038
B-P Q Stat= 10.93768

Chi Square Critical Value= 35.56317

True Mean=0 
Model Mean=.006
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φ (1)+ φ (2)+ φ (3)=1.0019+.6889+.1058=1.8 which is greater than zero so this model is not stationary 
Results

For all models, the B-Q statistic shows that at the 10% significance level we can't reject the null hypothesis that the first and second difference models are white noise. 

For the ARIMA(1,1,0) process the model mean and the actual mean were close and the model indicated a stationary series.  The R2 value of this was 0.0675 which indicates a poor fit and when you look at the graph comparing the actual values to the predicted values it does not look like the data fits very well, so I rejected this model. 
For the ARIMA(2,1,0) process the model mean and the actual mean were close and the model indicated a stationary series.  The R2 value of this was 0.087 which is greater than the ARIMA(1,1,0) model but still indicates a poor fit. Also, when you look at the graph comparing the actual values to the predicted values it does not look like the data fits very well, so I rejected this model.

For the ARIMA(1,2,0) process the model mean and the actual mean were close and the model indicated a stationary series.  The R2 value of this was 0.3438 indicates a much better fit than the first two models, but it is still not ideal. When you look at the graph, the values fit much better than the first two so I have not rejected this model.

For the ARIMA(2,2,0) process the model mean and the actual mean were close and the model indicated a stationary series.  The R2 value of this was 0.5637 which indicates a much better fit than the first 3 models. When you look at the graph, the values fit as good at the ARIMA(1,2,0) but the model is not stationary so I have rejected it.
For the ARIMA(3,2,0) process the model mean and the actual mean were close and the model indicated a stationary series.  The R2 value of this was 0.5684 which is the best fit of all five models. When you look at the graph, the values fit as good at the ARIMA(1,2,0) and ARIMA(2,2,0) but the model is also not stationary so I have rejected it.
Though it looks like the ARIMA(3,2,0) model is the best fit, looking at the actual parameters, .9493 + .4941 + .2559 > 1, indicating that the model isn’t stationary.  The next best fit appears to be ARIMA(1,2,0), with Q for 40 lags = 35.2, definitely within range of a white noise process, and an R2 close to the other two models.  This was the only one of the three that met the criteria for being a stationary model, so I chose to go with that.  Figure 8 shows the comparison of fitted to actual 2nd differences, and Figure 9 shows the actual rank compared to the fitted rank.  As you can see, the ARIMA(1,2,0) process fit significantly better than the ARIMA(1,1,0) process.

Conclusion

The goal of this project was to analyze a time series of the annual incidence rate of liver cancer.  From what I have learned in the time series course, I concluded that an ARIMA(1,2,0) model was this best fit of the five models tested for the data. Since the R squared is only .3438 and since we did not have a large set up data, there is probably a more complex model that we have not tested that would be a better fit.
