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Monthly Electricity Production in Australia
Introduction
Energy consumption has been at the forefront of today’s headlines in recent years.  Because of this, I have decided to base my Time Series project on Electricity Production, since the amount of Kilowatt Hours (KWH) produced is directly related to the amount of KWHs consumed.   For the purpose of this project we will equate production with consumption, under the assumption that all KWHs are used/consumed, and the production of more KWHs is caused by an increase in consumption.
This project will start off start off by fitting the data to ARMA model , checking for seasonality patterns and adjusting for them, and looking at the Durbin-Watson and Box-Pierce Q statistics of each model to decided on the most appropriate one to use.  We will then forecast our given model against actual results to test the validity of our model (ex-post forecast).

Data 
The data used in this analysis is the actual monthly production of KWHs (in Millions) in Australia, during the time period of January 1956 to August 1995.  There were no missing entries, and no data cleaning procedures were performed
.

This data was found from the Website:  http://robjhyndman.com/tsdldata/data/elec.dat
For the purposes of this analysis, we will base our model off of the time period of January 1984 – December 1990 (10 Years), and then use the time period of January 1991 – August 1995 to model our model against, and see how well it acts as a predictor of future events.  The time period in question was chosen since the data seemed to change in its’ slope.  Research was preformed to determine the root cause of this change in pattern, but none could be found.
Upon looking at the data, we can visually see how it appears to be very seasonal.  Exhibit 1 shows a subset of the complete data set during the time period of January 1984 – December 1990
.

EXHIBT 1
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The high points of the data seem to be occuring during the months of July and August, where as the low points seem to be happening during January and Febuary of each year.  Since Austrialia is in the Sothern Hemphisre, this is of little to no surprize.  The high production months are during their winter, and the lower production months are during Austrialia’s summer.  During the winter there is not only a need for heat, but also the days have less sunlight then the summer ones, and more lights will be turned on earlier than they otherwise would be.

Before we start to fit a model to the data, we first want to deseasonlize it.  We have seen a strong annual pattern to the data, so we expect that the points yt and yt-12 to be correlated to each other.   So we will transform the data to be equal to the difference of KWHs produced in the current month and KWHs produced in the same month from the previous year.  In other words, we will model the function k, where kt = yt – yt-12.  Where yt are montly Data points from our original data, and kt will be the difference between the same months but for different years.  This plotting the same time frame as before, but deseasonalized can be found in Exhibit 2.

Exhibit 2
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Now, using the autocorrelation functions in the NEAS spreadsheet [TimeSeriesTechniques.xls]
, we map the auto correlations against the lag, which is called the correlogram.  The corelogram of the deseasonalized data can be found in Exhibit 3
.
Exhibit 3
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From the Exhibit 3, we see how the deseasonalized series quickly drops off to 0, and that for large lags the autocorrelations are approximately 0.  This implies that the deseasonalized data is in fact a stationary series.  We can also see that the highest order of Auto regression that we should test for is an AR(3) series.  We conclude this from the first 3 lag estimates which are significantly higher than the other estimates.  We will also assume that the point in Lag 11 is an aberration and besides this point, all other partial autocorrelations are no larger than:  2/(84).5 = .218.  Thus, this would imply that the deseasonalized data fits an autoregressive process.
Now that we have decided that the deseasonalized data is appropriate to use, we now shall see what autoregressive model fits the data best.
Data Analysis

Using the seasonally adjusted data and the “Regression” function in Excel, we come up with the following 3 Auto Regression models
:
AR(1) :  Yt  = 414.038 + .26642Yt-1
AR(2) :  Yt  = 347.459 + .22521Yt-1 + .15416Yt-2

AR(3) :  Yt  = 289.070 + .19692Yt-1 + .11890Yt-2 + .16553Yt-3
The regression calculation, gives us the Residuals
, and using formulas we compute the Durbin-Watson statistic and the Box-Pierce Q statistic.
	Model
	 
	AR(1)
	AR(2)
	AR(3)

	Durbin-Watson
	 
	2.06
	2.03
	1.95

	Box-Pierce Q
	 
	38.00
	37.26
	36.62

	Chi-Squared (10%)
	 
	99.88
	98.78
	97.68

	Sum of Coefficients
	 
	0.2664
	0.3794
	0.4814


Since all of the models have a Durbin-Watson statistic close to two, this implies that none of the models have a strong serial correlation between the residuals.  Also, all of the Box-Pierce Q statistics are all lower than the Chi-Squared value (at 10% significance).  This means that we “… accept (i.e., fail to reject) the [null] hypothesis that the time series was generated by a white noise process.”

We also know that the model is stationary only if the sum of the coefficients is less than 1.0, which all of these auto regressive models are.

From this, I think it is best to pick the AR(2) model for our forecasting.  I choose the AR(2) model since it has the lowest variation from 2 in the Durbin-Watson Statistic, and also has a Box-Pierce Q statistic significantly lower than the Chi-Squared value.
Model Testing

We will now test our AR(2) Model against the existing data for 1991-1994
.  Remember, our model was based on the deseasonalized difference in months between each year, so this had to be taken into our calculation.
r the necessary adjustments have been made, we come up with the results shown in Exhibit 4.

Exhibit 4
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This shows that our AR(2) Model is a pretty good fit for the data.  There are some spikes, like those in January of 1993 that the model does not fully capture, but these inconsistencies are few and far between.

Conclusion
We have examined the amount of KWHs (In Millions) that Australia has produced for the time period January 1956 – August 1994.  We than sectioned out the data for 1984-1990 because it seemed as if there were a change in production prior to 1983, which could not be explained easily.  This could have been through legislation or otherwise, but it is not know at this point in time.  We then deseasonalized the data and checked if it appeared to be stationary through our correlogram, and examined the AR(1), AR(2) & AR(3) models.  We chose the AR(2) model based on the outcomes of the Durbin-Watson statistic, and the Box-Pierce Q Statistic, and then modeled the time period Jan 1991 – Aug 1995 against the actual data.  The projected data appeared to be a satisfactory fit against the actual data, with only minor inconsistencies in a few points.   We concluded that the amount of KWHs hours in millions can be fit to an auto regressive process.
� This data can be found in the [Raw Data] tab of the attached workbook


� The data can be found on the [Cleaned Data] tab in the attached Workbook


� Provided by the NEAS, http://www.neas-seminars.com/Misc/


� Autocorrelations can be found on the spread sheet:  AutoCorrMacro(84-90)


� This data can be found in the tabs:  [BPQS(1) 84-90] ,  [BPQS(2) 84-90]  & [BPQS(3) 84-90]


� Standardized Residuals were used since the series seemed to change greatly over the time series


� Pindyck & Rubinfeld, Econometric Models and Economic Forecasts. 4th Ed. BOSTON: McGraw-Hill, 1998. Pg 496.


� Tab: [Model Testing]





