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Introduction:

After moving to Lexington, Kentucky, I have quickly understood why this city has been named the “horse capital of the world”.  I have been here for the past six months, and in just this short time I have experienced the World Equestrian Games, which was hosted in Lexington, I have learned the difference between the canter and the trot at the Red Mile, and I have experienced the hi’s and low’s of horse betting.  Lexington is home to Keeneland, the beautiful race track that attracts the top competitors of the world.  When asked to perform a regression analysis, I immediately thought of horse betting.  Is it possible to outsmart the system?  Is horse betting total luck, or could I be confident in my picks and have the ability to make a profit off of this hobby? 

The great thing about horse betting is that everybody is on the same playing field.  There is no insider information.  Every spectator has a program, and each program has the same information describing the horses that are racing.  It is from this program that I am performing my regression analysis.  The program comes from the Breeder’s Cup 2010, which is the most prestigious horse tournament of the year.  From the program, I have picked the following explanatory variables: jockey winning percentage (X1), jockey win/place/show percentage (X2), odds (X3), speed (X4), number of races in the horses life (X5), earnings per race (X6), post position (X7), distance of track experience (X8), where the horse finished in its last race (X9), the horse’s winning percentage (X10), and finally, the horse’s win/place/show percentage (X11).  It should be noted that the speed and distance explanatory variables were formed relative to the horses that they are racing against, not the entire set of horses.  This is because horses race against other horses in its class.  For example, a small horse won’t ever race against a big horse, and the small horse will run in a distance of 6 furlongs while the big horse will race 1.5 miles.  Putting the data on a relative basis will make the regression more accurate.  The response variable is what place the horse came in.  I will try to perform a regression analysis so that I can predict the order the horses finish in the Breeder’s Cup Classic.
11 variable regression
To start, I ran a regression with all of the variables.  I knew ahead of time that this would not be accurate because some of the variable will have high correlation.  I did it anyway as a starting point, and found that the regression was highly inaccurate with an adjusted R-squared of .087.  Similarly, the only variables that had a low enough p-value to be considered confident (on a 95% confidence interval) were the intercept and the odds.  This was not a good start to the project.  I would have liked to have seen a few variables with a high p-value, but the majority of them to be low so that I could use them to predict.  
Y = 5.15 + -6.27*X1 + -.679*X2 + .116*X3 + -24.180*X4 + .026*X5 + -4.703E-06*X6 + .098*X7 + 1.086*X8 + .076*X9 + .723*X10 + -.647*X11

	Regression Statistics

	Multiple R
	0.415750971

	R Square
	0.17284887

	Adjusted R Square
	0.087012432

	Standard Error
	3.224928275

	Observations
	118


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	5.148110427
	2.20932466
	2.330173795
	0.021690972

	Jockey Winning %
	-6.273185009
	11.51497269
	-0.544785053
	0.587045701

	Jockey Top 3%
	-0.679215924
	5.306958292
	-0.127985917
	0.898402618

	Odds
	0.116365551
	0.037560999
	3.098041987
	0.002494006

	Speed Metric
	-24.18015788
	18.64455751
	-1.296901676
	0.197480936

	Lifetime Races
	0.02628567
	0.047031662
	0.558893067
	0.577413535

	Earnings per Race
	-4.70298E-06
	6.46969E-06
	-0.726925827
	0.46887375

	Post Position
	0.097686971
	0.090099512
	1.084211986
	0.280730704

	Distance Experience
	1.086453204
	1.110117996
	0.978682634
	0.329965192

	Last Race Finish
	0.076358491
	0.154398714
	0.494553928
	0.621938478

	Winning %
	0.723441954
	1.955248954
	0.369999919
	0.712120783

	Top 3 %
	-0.64680485
	2.28296955
	-0.283317336
	0.777486174


Given such unhelpful data, I began running regressions, one less explanatory variable at a time, by eliminating the variable with the highest p-value.  I hoped that the adjusted R-squared would increase by doing so, but unfortunately it did not.  The highest it reached was around 12%.  

Correlation
Instead of ending my regression here, I decided to carry it out, ignoring the fact that my data was so unexplanatory.  I ran correlations between each of the explanatory variables so that I could eliminate the ones with high correlations.  I did not want multiple variables affecting the response variable all for the same reason.  For example, if the horse’s winning percentage was going to affect the outcome, I did not want the horse’s win/place/show percentage to affect it as well, as these two variables are highly correlated.  

	
	X1
	X3
	X4
	X7
	X6
	X8
	X5
	X9
	X10
	X11
	X2

	X1
	1.00
	-0.07
	-0.04
	0.00
	0.09
	-0.02
	-0.01
	-0.20
	0.20
	0.33
	0.86

	X3
	
	1.00
	0.08
	0.05
	-0.24
	0.03
	0.10
	0.16
	-0.31
	-0.24
	-0.08

	X4
	
	
	1.00
	0.00
	-0.06
	-0.02
	-0.10
	0.12
	-0.23
	-0.21
	-0.04

	X7
	
	
	
	1.00
	0.12
	-0.02
	0.07
	0.09
	-0.01
	0.06
	0.02

	X6
	
	
	
	
	1.00
	-0.14
	0.10
	-0.15
	0.43
	0.38
	0.01

	X8
	
	
	
	
	
	1.00
	-0.01
	0.07
	0.09
	-0.02
	0.01

	X5
	
	
	
	
	
	
	1.00
	0.15
	-0.35
	-0.30
	0.01

	X9
	
	
	
	
	
	
	
	1.00
	-0.31
	-0.46
	-0.26

	X10
	
	
	
	
	
	
	
	
	1.00
	0.56
	0.16

	X11
	
	
	
	
	
	
	
	
	
	1.00
	0.37

	X2
	
	
	
	
	
	
	
	
	
	
	1.00


As can be seen, the explanatory variables X2, X6, X9, X10, and X11 are all highly correlated with at least one other variable.  Considering this, I then ran a regression without these variables.
6 variable regression

Even after eliminating the correlating variables, my regression is still not to the point of where I wish it was.  The adjusted R-squared is 11.73%, which is higher than the previous regression, but not near the accuracy that I would like to see.
Y = 4.9887 + (-8.788*X1) + (.1257*X3) + (-23.007*X4) + (.0885*X7) + (1.301*X8) + (.0232*X5)
	Regression Statistics

	Multiple R
	0.403263345

	R Square
	0.162621326

	Adjusted R Square
	0.117357614

	Standard Error
	3.170881541

	Observations
	118


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	4.988784626
	1.358417965
	3.672496062
	0.000371165

	Jockey Winning %
	-8.78853512
	5.693477614
	-1.543614591
	0.12552797

	Odds
	0.125273885
	0.034974747
	3.581838256
	0.000507838

	Speed Metric
	-23.00724753
	17.24258706
	-1.334326888
	0.184827655

	Post Position
	0.088457795
	0.08670038
	1.020269985
	0.309818997

	Distance Experience
	1.300643911
	1.057905498
	1.229451887
	0.221502157

	Lifetime Races
	0.023170121
	0.038749704
	0.597943164
	0.551095893


Fitted Values
Despite the low adjusted R-squared, I then used my regression to determine the fitted finish by using the explanatory variable statistics.  Since my regression isn’t perfect, the fitted finishes do not go in order of 1st, 2nd, 3rd, etc.  Instead, the regression produced a number, and compared to the rest of the numbers in the race, I ranked them first through last.  I called this the “related fitted finish”, and compared these to the observed finish, which produced a residual between the two.  
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As can be seen of the graph between the observed values and the residuals, it does not matter whether the observed finish is high or low, they all have about the same residual.  In the case of horse betting, this is not what we like to see.  It would be fine if our residuals were very high for large observed values because we do not bet on horses that we expect to finish last.  Unfortunately, high residuals for the horses that finish in the top 3 restrict us from making large profits.

Wagering
My favorite bet to place at the horse tracks is a $2 exacta box on 3 horses.  This allows for 6 possible outcomes, all of which are successful if you correctly guess the horses that come in first and second.  Each bet has a cost of $12.  Of the 11 races that I analyzed, I correctly picked the horses in 4 of the races by using my regression equation.  This would actually be considered a successful day as far as the number of races that I guessed correctly, but overall I would be losing money.  My payoffs don’t outnumber my costs, and I would have walked away from the tracks with an empty wallet.  
Conclusion
Although I correctly guessed the top two horses on 4 out of the 11 races, it can be seen from my regression analysis that the information given to the general public does not help in trying to bet the horses.  The odds of the horses winning is the best predictor, which could be assumed considering the people who make the odds know more about the horses than any of the people betting them.  Certainly, there will be occasions in which analyzing the program statistics will be helpful, but in more times than not, the luck of the day is what is going to decide each gambler’s fate.
