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introduction

There is no doubt that breastfeeding is the ideal way to nourish a baby.  It has been shown to have numerous benefits, including lower frequency of infections, fewer occurrences of sudden infant death syndrome, and lower incidence of obesity in children, as well as a natural method of weight loss, increased bonding, and lower rates of certain cancers in mothers.  Many health organizations recommend that a mother breastfeeds for at least six months to ensure that her baby will stave off infections and diseases until his immune system matures enough to defend him on its own.  However, over the past several decades, this feat has become more and more difficult to achieve because of factors including a higher percentage of women in the workforce, social stigmas tied to breastfeeding, and the invention of infant formula that, compared to breastfeeding, is generally much easier to use.  For this study, I compared the 6-month breastfeeding rates of all 50 states plus DC and analyzed several regression lines using explanatory variables that I thought would create a reasonable fit.
data
Data was collected from two online sources: www.cdc.gov and www.census.gov.  The explanatory variables used in the models are:

X1 = Median infant age in weeks when mother returned to work given that the mother     worked after giving birth

X2 = Number of International Board Certified Lactation Consultants per 1000 live births

X3 = Percentage of women with a 4-year college degree or higher
X4 = Median household income in dollars
X5 = Percentage of hospitals or birthing centers indicating that most mothers receive a directly observed breastfeeding assessment 

X6 = Percentage of mothers given formula samples at hospital discharge

Response variable Y = Percentage of mothers breastfeeding at 6 months
model 1

This model uses all 6 explanatory variables, and the resulting regression line is:

Y = -0.7372 + 0.0609*X1 + 0.01855*X2 + 0.4059*X3 + 0.0000031*X4 + 0.1677*X5 + 0.046*X6
	Regression Statistics
	
	
	
	

	Multiple R
	0.886144
	
	
	
	

	R Square
	0.785252
	
	
	
	

	Adjusted R Square
	0.755968
	
	
	
	

	Standard Error
	0.051898
	
	
	
	

	Observations
	51
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	6
	0.433345
	0.072224
	26.81518
	3.5E-13

	Residual
	44
	0.11851
	0.002693
	
	

	Total
	50
	0.551855
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	-0.73723
	0.135164
	-5.45437
	2.12E-06
	

	X1
	0.06087
	0.008064
	7.548095
	1.81E-09
	

	X2
	0.018551
	0.006526
	2.842731
	0.006757
	

	X3
	0.405879
	0.192262
	2.111069
	0.040483
	

	X4
	3.09E-06
	1.47E-06
	2.09819
	0.041664
	

	X5
	0.167704
	0.10795
	1.553539
	0.127459
	

	X6
	0.046016
	0.055353
	0.831323
	0.41028
	


This model seems to be a good fit, as illustrated by the R square value of 0.785.  Because of its low P-value, infant's age when the mother returns to work is the best predictor of the breastfeeding success rate, which makes sense since breastfeeding becomes substantially harder when not physically close to the baby.  Although this regression is a good fit, there could be a way to improve it by removing some explanatory variables.  With the highest P-value, and therefore the worst predictor of breastfeeding rates at 6 months, the percentage of mothers given formula samples may not be a good indicator of a future discontinuation of breastfeeding.   For my next model, I will remove explanatory variables X5 and X6. 

model 2
This model uses the first 4 explanatory variables, and the resulting regression line is:

Y = -0.5884 + 0.06135*X1 + 0.01813*X2 + 0.4447*X3 + 0.0000033*X4
	Regression Statistics
	
	
	
	

	Multiple R
	0.878666
	
	
	
	

	R Square
	0.772054
	
	
	
	

	Adjusted R Square
	0.752233
	
	
	
	

	Standard Error
	0.052294
	
	
	
	

	Observations
	51
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	4
	0.426062
	0.106516
	38.95062
	3.19E-14

	Residual
	46
	0.125793
	0.002735
	
	

	Total
	50
	0.551855
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	-0.58841
	0.090422
	-6.50741
	5.01E-08
	

	X1
	0.06135
	0.007746
	7.920526
	3.87E-10
	

	X2
	0.018126
	0.004908
	3.693154
	0.000586
	

	X3
	0.444671
	0.179195
	2.481483
	0.016799
	

	X4
	3.28E-06
	1.43E-06
	2.285783
	0.026922
	


Compared to Model 1, this model is not as good of a fit since the R Square value is slightly lower, meaning that the regression does not explain the total sum of squares as fully.  However since it was not reduced significantly shows that even though the model might not be as good of a fit, the tradeoff between the change in R Square and reduced regression degrees of freedom is justified.  The P–values of the remaining explanatory variables have also decreased.  The correlation between percentage of women with a 4-year degree and median household income is high (around 0.67), so perhaps removing the one with the highest P-value (median household income) will improve the model.
model 3

This model uses the first 3 explanatory variables, and the resulting regression line is:

Y = -0.564 + 0.0672*X1 + 0.0203*X2 + 0.7063*X3
	Regression Statistics
	
	
	
	

	Multiple R
	0.863808
	
	
	
	

	R Square
	0.746164
	
	
	
	

	Adjusted R Square
	0.729961
	
	
	
	

	Standard Error
	0.054593
	
	
	
	

	Observations
	51
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	3
	0.411774
	0.137258
	46.05289
	4.91E-14

	Residual
	47
	0.140081
	0.00298
	
	

	Total
	50
	0.551855
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	-0.56387
	0.093731
	-6.01588
	2.55E-07
	

	X1
	0.067214
	0.00763
	8.809204
	1.62E-11
	

	X2
	0.020277
	0.005029
	4.032209
	0.000201
	

	X3
	0.706345
	0.143923
	4.907793
	1.15E-05
	


Removing the Median Household Income has lowered the P-values of the remaining explanatory variables.  The R Square has also decreased, but again the tradeoff between the change in R Square and reduced regression degrees of freedom is justified.  The fact that the coefficient for X3 has increased dramatically shows how the correlation of X3 and X4 affected the previous model.  By far, the best indicator of 6-month breastfeeding rates is the age of the infant when the mother returns to work.  The second most influential variable involves the education of women.  On average, women who have at least a 4-year college degree are more educated in regard to the importance of breastfeeding so are more likely to do it for a longer period of time.  Overall, all coefficients fit the regression well since all p<0.05 so they are significant for α = .05.

conclusion
Model 3 is the most favorable based on the extremely low P-values as well as an R square relatively close to 1, denoting that the regression explains a majority of the variance inherent in the data.  On a personal note, I can understand why the 3 explanatory variables I chose for this model explain the breastfeeding rates.  Using my experience and appreciation for education, I made sure I knew all the facts about breastfeeding before I gave birth to my son.  Also, I made use of the hospital's lactation consultant when I had any difficulties (there were many times I was close to giving up).  But the factor with the greatest impact was my return to work.  It was very difficult to keep up with the responsibilities to my son when I had responsibilities to my employer.  Despite this, I was able to continue for almost a year.  Perhaps a more detailed study could demonstrate the importance of a longer mandated paid maternity leave by showing how it could pay off both economically and socially.

