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Time Series Project- Price of a Dozen Eggs
Introduction

The purpose of this project is to analyze the price of a dozen eggs measured for 1900 to 1993 in constant dollars. I hypothesize that the price of a dozen eggs will drop throughout the period given increases in transportation, and increases in the supply of eggs due to modernized technology. 

Data 

The data was found on the Time Series Data Library at http://robjhyndman.com/TSDL/micro-economic/ and cites Makridakis, Wheelwright, and Hyndman (1998) as the source. The data has already been adjusted for inflation over time, so I will be able to analyze the egg price without needing to account for differences in the value of a dollar over several years.  

Model Specification
Graphing the price of a dozen eggs over the ninety-three year period exhibits an overall decrease in price over time, as one would expect. There are some fluctuations, so it is difficult to immediately discern a model. The data also do not appear stationary, so I may need to invoke stationarity techniques. 
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The formula for sample autocorrelation is
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The sample autocorrelation exhibit below shows the relationship between Yt and Y(t-1) at each lag. A quick calculation of the sample autocorrelation confirms that the difference between gender records is not random since more than one sample autocorrelation is significantly non-zero as lag increases, however;  the sample autocorrelation does not suggest stationarity since it does not drop quickly to zero, nor does it fluctuate around a constant mean.  
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To induce stationarity, the first method is to take the first difference of the model. The first method of assigning stationarity involves taking the first difference of the data. The first difference equation is defined below with the resulting graph.  
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The first difference of the price of a dozen eggs does not appear stationary since there are multiple non-zero autocorrelation values and although the series does exhibit some fluctuation about zero.  
One could continue taking second and third differences, etc., but in an effort to maintain parsimony and avoid overdifferencing, I’ve chosen to take the log of the first difference to assign stationarity to the data.  Taking the log of the first difference can sometimes achieve the desired result through the equation below. 
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The sample autocorrelation of the log first difference shows clear fluctuation towards zero with decreasing amplitude around lag 73 which suggest stationarity. Thus, the log first difference will be used to find a good fitting model. The following section will develop the model parameterization of an AR (1) model, AR (2) model, and MA(1) model.  An autoregressive model initially seems is most likely due to the nature of the log first difference correlogram as it “tails off”, however; it does not quite reach zero, which may be a sign of the characteristic moving average “cut off”. 
Model Parameterization (Parameter Estimation)

Modeling the stationary log first difference of the price of a dozen eggs is shown below. 

AR(1)
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AR(2)
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MA(1)
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Model Diagnostics 

Durbin Watson

I used the Durbin Watson statistic to analyze whether or not the residuals are correlated. The table below shows the results:

DWS

AR(1)
2.01
AR(2)
1.11
Durbin Watson statistics are show significance at values close to 2 for AR(1), but less than 1.8 for AR(2). This suggests that either the AR(1) or the MA(1) process will be the better fit, so AR (2) will be left out of further testing. 
Box Pierce Statistics


BPS 

AR(1)
45.61
MA(1)
13.91
At lag 91, for 10%, the critical value of the chi-squared statistic is 107.565. According to the Box-Pierce test, smaller the Q-value is compared to the chi-squared value, the better the fit of the model. Thus, the moving average model with one parameter appears to be the best fit.
Modeled vs Actual
Graphing the MA(1) forecasted log first difference values against the actual values, it is clear that the MA(1) model is a good fit for the data. A partial graph (ending at lag 50) is shown here for good visualization, but a full graph out to lag 91 is included in the corresponding excel workbook. 
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Conclusion

It makes intuitive sense that the price of a dozen eggs over time would follow a moving average time series process rather than an autoregressive process since previous periods do not linearly predict current values.  Sticking with the principle of parsimony, it is not necessary to test an ARMA, ARIMA, or IMA model in since it is better to avoid introducing more parameters. 
